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EXECUTIVE SUMMARY

* U.S. laws apply to surveillance, searches, and seizures of personally identifiable information conducted or authorized by government
officials within the United States. Those laws apply outside of the United States only if the surveillance, search, or seizure involves a
U.S. citizen (although not necessarily a permanent resident alien).

This report focuses exclusively on the privacy issues posed by U.S. government data mining programs under U.S. law to U.S.
persons, which are defined under U.S. law as U.S. citizens and permanent resident aliens. It does not address data mining concerning
federal government employees in connection with their employment.

† When first announced, the program was entitled “Total Information Awareness.” The title was changed to “Terrorism Information
Awareness” in May 2003.

TAPAC’S CREATION AND CHARGE

The United States faces, in the words of British
Prime Minister Tony Blair, “a new and deadly
virus.”1 That virus is “terrorism, whose intent to
inflict destruction is unconstrained by human
feeling and whose capacity to inflict it is enlarged
by technology.”2

As the murderous attacks of September 11 pain-
fully demonstrated, this new threat is unlike
anything the nation has faced before. The
combination of coordinated, well-financed ter-
rorists, willing to sacrifice their lives, potentially
armed with weapons of mass destruction, capable
of operating within our own borders poses
extraordinary risks to our security, as well as to
our constitutional freedoms, which could all too
easily be compromised in the fight against this
new and deadly terrorist threat.

To help guard against this, Secretary of Defense
Donald Rumsfeld appointed the Technology and
Privacy Advisory Committee (“TAPAC”) in
February 2003 to examine the use of “advanced
information technologies to identify terrorists
before they act.”3 Secretary Rumsfeld charged the
committee with developing safeguards “to ensure
that the application of this or any like technology

developed within [the Department of Defense]
DOD is carried out in accordance with U.S. law
and American values related to privacy.”4*

The decision to create TAPAC was prompted by
the escalating debate over the Terrorism Informa-
tion Awareness (“TIA”) program.† TIA had been
created by the Defense Advanced Research Projects
Agency (“DARPA”) in 2002 as a tool to “become
much more efficient and more clever in the ways
we find new sources of data, mine information
from the new and old, generate information,
make it available for analysis, convert it to
knowledge, and create actionable options.”5

TIA sparked controversy in Congress and the
press, due in large part to the threat it was per-
ceived as posing to informational privacy. On
September 25, 2003, Congress terminated funding
for the program with the exception of “process-
ing, analysis, and collaboration tools for counter-
terrorism foreign intelligence,” specified in a
classified annex to the Act. These tools may be
used only in connection with “lawful military
operations of the United States conducted out-
side the United States” or “lawful foreign intel-
ligence activities conducted wholly overseas, or
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* We define “data mining” to mean: searches of one or more electronic databases of information concerning U.S. persons, by or on
behalf of an agency or employee of the government.

wholly against non-United States citizens.”6 This
language makes clear that TIA-like activities may
be continuing.

The Scope of government Data Mining

TIA was not unique in its potential for data
mining.* TAPAC is aware of many other programs
in use or under development both within DOD
and elsewhere in the government that make
similar uses of personal information concern-
ing U.S. persons to detect and deter terrorist
activities, including:

• DOD programs to determine whether data
mining can be used to identify individuals
who pose a threat to U.S. forces abroad

• the intelligence community’s Advanced Re-
search and Development Activity center, based
in the National Security Agency, to conduct
“advanced research and development related
to extracting intelligence from, and provid-
ing security for, information transmitted or
manipulated by electronic means”7

• the Computer-Assisted Passenger Prescreening
System in the Department of Homeland
Security (“DHS”)

• the Treasury Department’s Financial Crimes
Enforcement Network

• federally mandated “Know Your Customer” rules

• the “MATRIX” (Multistate Anti-Terrorism
Information Exchange) system to link law
enforcement records with other government
and private-sector databases in eight states
and DHS

• Congress’ mandate in the Homeland Security
Act that DHS “establish and utilize . . . a secure
communications and information technology
infrastructure, including data mining and other
advanced analytical tools,” to “access, receive,
and analyze data detect and identify threats
of terrorism against the United States”8

TAPAC’S CONCLUSIONS

After many public hearings, numerous back-
ground briefings, and extensive research, TAPAC
has reached four broad conclusions:

TIA was a flawed effort to achieve worthwhile
ends. It was flawed by its perceived insensitivity to
critical privacy issues, the manner in which it was
presented to the public, and the lack of clarity and
consistency with which it was described. DARPA
stumbled badly in its handling of TIA, for which
the agency has paid a significant price in terms
of its credibility in Congress and with the public.
This comes at a time when DARPA’s historically
creative and ambitious research capacity is more
necessary than ever. By maintaining its focus on
imaginative, far-sighted research, at the same time
that it takes account of informational privacy
concerns, DARPA should rapidly regain its bear-
ings. It is in the best interests of the nation for it
to do so.

Data mining is a vital tool in the fight against
terrorism, but when used in connection with per-
sonal data concerning U.S. persons, data mining
can present significant privacy issues. Data min-
ing tools, like most technologies, are inherently
neutral: they can be used for good or ill. However,
when those tools are used by the government to
scrutinize personally identifiable data concerning
U.S. persons who have done nothing to warrant
suspicion, if they are conducted without an
adequate predicate they run the risk of becoming
the 21st-century equivalent of general searches,
which the authors of the Bill of Rights were so
concerned to protect against.

To be certain, data mining has many valuable
and lawful uses in both the private and public
sectors. In many settings it may prove less intru-
sive to privacy than other techniques for guard-
ing against terrorist threats. Moreover, the same
technologies that make data mining feasible can
be used to reduce the amount of personally
identifiable data necessary, facilitate data mining
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with anonymized data, and create immutable
audit trails and other protections against misuse.

However, when data mining involves the
government accessing personally identifiable
information about U.S. persons, it also raises
privacy issues. The magnitude of those issues varies
depending upon many factors, including: the
sensitivity of the data being mined, the expecta-
tion of privacy reasonably associated with the
data, the consequences of an individual being
identified by an inquiry, and the number (or
percentage) of U.S. persons identified in response
to an inquiry who have not otherwise done any-
thing to warrant government suspicion.

In developing and using data mining tools the
government can and must protect privacy. This
has never been more starkly presented than
following the September 11 terrorist attacks,
which vividly demonstrated the need to deploy
the tools necessary to protect and defend the
nation without violating our constitutional values
in the process.

Striking a balance between security and privacy
is no easy task. Alexander Hamilton wrote in
Federalist Paper 8 in 1787 that “[s]afety from
external danger is the most powerful director of
national conduct. Even the ardent love of liberty
will, after a time, give way to its dictates.” “To be
more safe,” he concluded, nations “at length
become willing to run the risk of being less free.”9

The Supreme Court wrote in 1963 that it is “under
the pressing exigencies of crisis, that there is the
greatest temptation to dispense with fundamen-
tal constitutional guarantees which, it is feared,
will inhibit governmental action.”10

This is precisely the challenge our nation faces
today, a challenge made immediate and critical by
the magnitude of the terrorist threat, its sustained
nature, and the fact that it comes not from an
identified enemy abroad but from a largely invisible
enemy that may be operating within our borders.

Existing legal requirements applicable to the
government’s many data mining programs are
numerous, but disjointed and often outdated,
and as a result may compromise the protection
of privacy, public confidence, and the nation’s
ability to craft effective and lawful responses to
terrorism. This is especially true in the setting on
which TAPAC focused—analyzing personally
identifiable data to protect against terrorist threats.

The legal protections that have historically appli-
ed in this context recognize distinctions between
U.S. persons and non-U.S. persons, between law
enforcement and national security, and between
activities that take place in the United States as
opposed to those that take place beyond our
borders. This “line at the border” approach to
privacy law and to national security is now
increasingly inadequate because of the new threat
from terrorists who may be operating within our
borders, and advances in digital technologies,
including the Internet, that have exponentially
increased the volume of data available about
individuals and greatly reduced the financial and
other obstacles to retaining, sharing, and
transferring those data across borders. These
developments highlight the need for new regula-
tory boundaries to help protect civil liberties and
national security at the same time. It is time to
update the law to respond to new challenges.
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The stakes could not be higher. Clear, uniform
laws and standards governing data mining are
necessary to empower DOD and other govern-
ment agencies to use data mining tools effectively
and aggressively in the fight against terrorism. Those
laws and standards are also necessary to protect
informational privacy, which is both important in
its own right and is often critical to a range of
fundamental civil liberties, including our rights to
speak, protest, associate, worship, and participate
in the political process free from government
intrusion or intimidation.

RECOMMENDATIONS CONCERNING
DOD DATA MINING

We believe it is possible to use information
technologies to protect national security without
compromising the privacy of U.S. persons. The
answer lies in clear rules and policy guidance,
adopted through an open and credible political
process, supplemented with educational and
technological tools, developed as an integral part
of the technologies that threaten privacy, and en-
forced through appropriate managerial, political,
and judicial oversight.

RECOMMENDATION 1

DOD should safeguard the privacy of U.S.
persons when using data mining to fight
terrorism.

RECOMMENDATION 2

The Secretary should establish a regulatory
framework applicable to all data mining
conducted by, or under the authority of, DOD,
known or reasonably likely to involve personally
identifiable information concerning U.S. persons.

The essential elements of that framework include
a written finding by agency heads authorizing
data mining; minimum technical requirements for
data mining systems (including data minimization,
data anonymization, creation of an audit trail,
security and access controls, and training for
personnel involved in data mining); special

protections for data mining involving databases
from other government agencies or from private
industry; authorization from the Foreign Intelli-
gence Surveillance Court before engaging in data
mining with personally identifiable information
concerning U.S. persons or reidentifying previ-
ously anonymized information concerning U.S.
persons; and regular audits to ensure compliance.

We recommend excluding from these require-
ments data mining that is limited to foreign
intelligence that does not involve U.S. persons;
data mining concerning federal government
employees in connection with their employment;
and data mining that is based on particularized
suspicion, including searches to identify or locate
a specific individual (e.g., a suspected terrorist)
from airline or cruise ship passenger manifests
or other lists of names or other nonsensitive
information about U.S. persons.

In addition, we recommend that data mining
that is limited to information that is routinely
available without charge or subscription to the
public—on the Internet, in telephone directories,
or in public records to the extent authorized by
law—should be subject to only the requirements
that it be conducted pursuant to the written
authorization of the agency head (as specified in
Recommendation 2.1) and auditing for compli-
ance (as specified in Recommendation 2.5).

RECOMMENDATION 3

DOD should, to the extent permitted by law,
support research into means for improving the
accuracy and effectiveness of data mining sys-
tems and technologies, technological and other
tools for enhancing privacy protection, and the
broader legal, ethical, social, and practical issues
in connection with data mining concerning
U.S. persons.

RECOMMENDATION 4

The Secretary should create a policy-level
privacy officer.
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RECOMMENDATION 5

The Secretary should create a panel of external
advisors to advise the Secretary, the privacy offi-
cer, and other DOD officials on identifying
and resolving informational privacy issues, and
on the development and implementation of
appropriate privacy protection mechanisms.

RECOMMENDATION 6

The Secretary should create and ensure the
effective operation of meaningful oversight
mechanisms.

RECOMMENDATION 7

The Secretary should work to ensure a culture
of sensitivity to, and knowledge about, privacy
issues involving U.S. persons throughout DOD
and all of its research, acquisition, and oper-
ational activities.

RECOMMENDATIONS CONCERNING
GOVERNMENT DATA MINING

While TAPAC focused on TIA and related
DARPA programs, it is counterproductive to the
protection of both privacy and national security
to address only these, while ignoring the many
other government programs that use personal
information on U.S. persons. Moreover, the pri-
vacy issues presented by data mining cannot be
resolved by DOD alone. Action by Congress, the
President, and the courts is necessary as well. Final-
ly, because DOD is the only federal department
to have an external advisory committee to examine
the privacy implications of its programs, TAPAC
occupies a unique position. We therefore direct
our recommendations to the broad range of
government data mining activities.

RECOMMENDATION 8

The Secretary should recommend that Congress
and the President establish one framework of
legal, technological, training, and oversight
mechanisms necessary to guarantee the privacy

of U.S. persons in the context of national secur-
ity and law enforcement activities. A government-
wide approach is desirable to address the significant
privacy issues raised by the many programs under
development, or already in operation, that involve
the use of personally identifiable information
concerning U.S. persons for national security
and law enforcement purposes.

We therefore believe that the provisions of
Recommendation 2, which concern DOD’s
programs that involve data mining, should also
be implemented across the federal government
and made applicable to all government depart-
ments and agencies that develop, acquire, or use
data mining tools in connection with U.S. persons
for national security or law enforcement purposes.

We do not suggest that the resolution of
informational privacy issues will be the same in
every setting. Clearly, some modifications will be
necessary. We believe, however, that government
efforts to protect national security and fight crime
and to protect privacy will be enhanced by the
articulation of government-wide principles and a
consistent system of laws and processes. National
standards will also help provide clear models for
state and local government efforts as well.

RECOMMENDATION 9

The Secretary should recommend that the
President appoint an inter-agency committee to
help ensure the quality and consistency of federal
government efforts to safeguard informational
privacy in the context of national security and
law enforcement activities.

RECOMMENDATION 10

The Secretary should recommend that the Presi-
dent appoint a panel of external advisors to advise
the President concerning federal government
efforts to safeguard informational privacy in
the context of national security and law enforce-
ment activities.
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RECOMMENDATION 11

The Secretary should recommend that the President
and Congress take those steps necessary to ensure
the protection of U.S. persons’ privacy and the
efficient and effective oversight of government data
mining activities through the judiciary and by this
nation’s elected leaders through a politically credible
process. This includes adopting new, consistent
protections, along the lines of these recommenda-
tions, for information privacy in the law enforce-
ment and national security contexts. In addition, we
believe Congress and the President should work
together to enact the legislation necessary to author-
ize the Foreign Intelligence Surveillance Court to
receive requests for orders under Recommendations
2 and 8 and to grant or deny such orders.

There is also a critical need for Congress to
exercise appropriate oversight, especially given
the fact that many data mining programs may
involve classified information which would pre-
vent immediate public disclosure. We believe that
each house of Congress should identify a single
committee to exercise oversight of data mining
activities, and that each agency’s privacy officer
and agency head should report jointly to those
committees at least annually.

RECOMMENDATION 12

The Secretary should recommend that the
President and Congress support research into
means for improving the accuracy and effective-
ness of data mining systems and technologies;
technological and other tools for enhancing
privacy protection; and the broader legal, ethical,
social, and practical issues involved with data
mining concerning U.S. persons.
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CONCLUSION

Our goal in these recommendations is to articulate a
framework of law and technology to enable the
government simultaneously to combat terrorism
and safeguard privacy. We believe rapid action is
necessary to address the host of government
programs that involve data mining concerning
U.S. persons and to provide clear direction to the
people responsible for developing, procuring,
implementing, and overseeing those programs.

While these recommendations impose additional
burdens on government officials before they em-
ploy some data mining tools, we believe that in the
long-run they will enhance not only information-
al privacy, but national security as well. They are
designed to help break down the barriers to
information-sharing among agencies that have
previously hampered national security efforts, to
provide sufficient clarity concerning access to and
use of personal information concerning U.S.
persons so that DOD and other government
officials can use such information appropriately,
and to ensure that scarce national security re-
sources are deployed strategically and effectively.

This broader, more comprehensive approach is
essential if our nation is to achieve its goal of
combating terrorism and safeguarding the privacy
of U.S. persons. We must not sacrifice liberty for
security, because as Benjamin Franklin warned
more than two centuries ago, “they that can give
up essential liberty to purchase a little tempor-
ary safety deserve neither liberty nor safety.”11

Franklin might well have added that those who
trade liberty for safety all too often achieve neither.

 [These recommendations] . . .  are designed to help break down the barriers to information-sharing

among agencies that have previously hampered national security efforts, to provide sufficient clarity

concerning access to and use of personal information . . .  appropriately, and to ensure that

scarce national security resources are deployed strategically and effectively.



Summary of TAPAC Recommendations

Recommendations Concerning DOD Data Mining

RECOMMENDATION 1
DOD should safeguard the privacy of U.S. persons when using data mining to fight terrorism. “Data mining” is
defined to mean: searches of one or more electronic databases of information concerning U.S. persons, by or on
behalf of an agency or employee of the government.

RECOMMENDATION 2
The Secretary should establish a regulatory framework applicable to all data mining conducted by, or under the
authority of, DOD, known or reasonably likely to involve personally identifiable information concerning U.S. per-
sons. The requirements of this section apply to all DOD programs involving data mining concerning U.S. persons,
with three exceptions: data mining (1) based on particularized suspicion, including searches of passenger manifests
and similar lists; (2) that is limited to foreign intelligence that does not involve U.S. persons; or (3) that concerns
federal government employees in connection with their employment. Data mining that is limited to information that
is routinely available without charge or subscription to the public—on the Internet, in telephone directories, or in
public records to the extent authorized by law—should be conditioned only on the written authorization described
in Recommendation 2.1 and the compliance audits described in Recommendation 2.5. All other data mining con-
cerning U.S. persons should comply with all of the following requirements:

RECOMMENDATION 2.1
Written finding by agency head authorizing data mining. Before an agency can employ data mining known or
reasonably likely to involve data concerning U.S. persons, the agency head should first make a written finding that
complies with the requirements of this recommendation authorizing the data mining.

An agency head may make the written finding described above either for programs that include data mining
as one element, and data mining concerning U.S. persons may occur, or for specific applications of data mining
where the use of information known or likely to concern U.S. persons is clearly anticipated.

RECOMMENDATION 2.2
Technical requirements for data mining. Data mining of databases known or reasonably likely to include per-
sonally identifiable information about U.S. persons should employ or be subject to the requirements of this
recommendation (i.e., data minimization, data anonymization, audit trail, security and access, and training).

RECOMMENDATION 2.3
Third-party databases. Data mining involving databases from other government agencies or from private
industry may present special risks. Such data mining involving, or reasonably likely to involve, U.S. persons, should
adhere to the principles set forth in this recommendation.

RECOMMENDATION 2.4
Personally identifiable information. It is not always possible to engage in data mining using anonymized data.
Moreover, even searches involving anonymized data will ultimately result in matches which must be reidentified
using personally identifiable information. The use of personally identifiable information known or reasonably likely
to concern U.S. persons in data mining should adhere to the following provisions:

An agency within DOD may engage in data mining using personally identifiable information known or
reasonably likely to concern U.S. persons on the condition that, prior to the commencement of the search, DOD
obtains from the Foreign Intelligence Surveillance Court a written order authorizing the search based on the exist-
ence of specific and articulable facts that meet the requirements of this recommendation.

DOD may seek the approval from the Foreign Intelligence Surveillance Court either for programs that include
data mining as one element, and data mining of personally identifiable information known or likely to include
information on U.S. persons may arise, or for specific applications of data mining where the use of personally
identifiable information known or likely to include information on U.S. persons is clearly anticipated.

An agency may reidentify previously anonymized data known or reasonably likely to concern a U.S. person on the
condition that DOD obtains from the Foreign Intelligence Surveillance Court a written order authorizing the reidentifi-
cation based on the existence of specific and articulable facts that meet the requirements of this recommendation.

Without obtaining a court order, the government may, in exigent circumstances, search personally identifiable informa-
tion or reidentify anonymized information obtained through data mining if it meets the requirements of this recommendation.

Report of the Technology and Privacy Advisory Committee xiii



RECOMMENDATION 2.5
Auditing for compliance. Any program or activity that involves data mining known or reasonably likely to include
personally identifiable information about U.S. persons should be audited not less than annually to ensure compliance
with the provisions of this recommendation and other applicable laws and regulations.

RECOMMENDATION 3
DOD should, to the extent permitted by law, support research into means for improving the accuracy and
effectiveness of data mining systems and technologies, technological and other tools for enhancing privacy
protection, and the broader legal, ethical, social, and practical issues in connection with data mining concerning
U.S. persons.

RECOMMENDATION 4
The Secretary should create a policy-level privacy officer.

RECOMMENDATION 5
The Secretary should create a panel of external advisors to advise the Secretary, the privacy officer, and other
DOD officials on identifying and resolving informational privacy issues, and on the development and implemen-
tation of appropriate privacy protection mechanisms.

RECOMMENDATION 6
The Secretary should create and ensure the effective operation of meaningful oversight mechanisms.

RECOMMENDATION 7
The Secretary should work to develop a culture of sensitivity to, and knowledge about, privacy issues involving U.S.
persons throughout DOD’s research, acquisition, and operational activities.

Recommendations Concerning Government Data Mining

RECOMMENDATION 8
The Secretary should recommend that Congress and the President establish one framework of legal, technological,
training, and oversight mechanisms necessary to guarantee the privacy of U.S. persons in the context of national
security and law enforcement activities.

RECOMMENDATION 9
The Secretary should recommend that the President appoint an inter-agency committee to help ensure the
quality and consistency of federal government efforts to safeguard informational privacy in the context of national
security and law enforcement activities.

RECOMMENDATION 10
The Secretary should recommend that the President appoint a panel of external advisors to advise the President
concerning federal government efforts to safeguard informational privacy in the context of national security and
law enforcement activities.

RECOMMENDATION 11
The Secretary should recommend that the President and Congress take those steps necessary to ensure the
protection of U.S. persons’ privacy and the efficient and effective oversight of government data mining activi-
ties through the judiciary and by this nation’s elected leaders through a politically credible process. Specifically,
Congress and the President should authorize the Foreign Intelligence Surveillance Court to receive requests for
orders under Recommendations 2.4 and 8 and to grant or deny such orders, and each house of Congress should
identify a single committee to receive all of the agencies’ reports concerning data mining.

RECOMMENDATION 12
The Secretary should recommend that the President and Congress support research into means for improving
the accuracy and effectiveness of data mining systems and technologies; technological and other tools for enhanc-
ing privacy protection; and the broader legal, ethical, social, and practical issues involved with data mining
concerning U.S. persons.
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INTRODUCTION

* When first announced, the program was entitled “Total Information Awareness.” The title was changed to “Terrorism Information
Awareness” in May 2003.

† A “U.S. person” is defined by Executive Order 12333 as an individual who is a U.S. citizen or permanent resident alien, a group or
organization that is an unincorporated association substantially composed of U.S. citizens or permanent resident aliens, or a cor-
poration incorporated in the United States (except if directed and controlled by a foreign government or governments). TAPAC is
concerned only with the privacy interests of individuals and so uses the term to refer only to a U.S. citizen or permanent resident alien.

TAPAC’S CREATION AND CHARGE

In early 2002, the Defense Advanced Research
Projects Agency (“DARPA”) announced that it
was developing advanced information technolo-
gies which could access personally identifiable
information in the fight against terrorism. The
project—called “Terrorism Information Aware-
ness” (“TIA”)*—responded to the terrorist attacks
of September 11, 2001, and the demonstrated
need for technological tools to make better use
of existing data to identify and stop terrorist
threats. TIA soon prompted serious public and
Congressional criticism. This criticism centered
on the possible use by government of personal
information on U.S. citizens and permanent
resident aliens (“U.S. persons”†) that had been
lawfully collected by public or private entities,
without their knowledge or consent.

To address these and other concerns about TIA,
Secretary of Defense Donald Rumsfeld appointed
two committees in February 2003. One is an
internal oversight board to establish “policies and
procedures for use within [the Department of
Defense] DOD of TIA-developed tools” and
“protocols for transferring these capabilities to
entities outside DOD. . . . in accordance with
existing privacy protection laws and policies.”12

The other committee is the Technology and
Privacy Advisory Committee (“TAPAC”), the
members of which are private citizens, indepen-
dent from the government and “selected on the
basis of their preeminence in the fields of
constitutional law and public policy relating to
communication and information management.”13

TAPAC is charged with examining “the use of ad-
vanced information technologies to help identify
terrorists before they act.”14 From TAPAC, Secre-
tary Rumsfeld sought answers to four questions:

1 Should the goal of developing technologies
that may help identify terrorists before they
act be pursued?

2 What safeguards should be developed to ensure
that the application of this or any like technol-
ogy developed within DOD is carried out in
accordance with U.S. law and American values
related to privacy?

3 Which public policy goals are implicated by
TIA and what steps should be taken to ensure
that TIA does not frustrate those goals?

4 How should the government ensure that
the application of these technologies to global
databases respects international and foreign
domestic law and policy?15
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This report presents TAPAC’s answers to these
and related questions about the impact of ad-
vanced information technologies on the privacy
of personally identifiable information about U.S.
persons (“informational privacy”), and the steps
necessary to ensure that such privacy is protected
when those technologies are used to fight terror-
ism. Our specific answers appear under the heading
“Conclusions and Recommendations,” below.

We believe the decision to create TAPAC has proved
both timely and correct. Too often, technologies
race ahead of public policy. Privacy issues should
be considered contemporaneously with the devel-
opment of technologies that might create them
so that appropriate protections can be built into
new systems.

Moreover, privacy is often critical to the exercise of
other civil liberties, including our rights to think,
speak, protest, associate, worship, and participate
in the political process free from inappropriate
governmental intrusion. As a result, while we have
focused on “privacy,” we understand that the pro-
tection of informational privacy is related to the
protection of many civil liberties; threats to pri-
vacy often endanger a broader range of civil liber-
ties as well. Therefore, it is essential not only to
our privacy but to our freedom that our laws keep
pace with advancing technologies. By appointing
TAPAC when he did, the Secretary of Defense has
helped to ensure that privacy issues are considered
along with new technological capabilities.

To reach the conclusions set forth in this report,
TAPAC has held one organizational and four pub-
lic committee meetings; heard from 60 witnesses
from government, private industry, academia, and

advocacy groups; and consulted hundreds of
documents. In addition, there have been numer-
ous subcommittee meetings, and individual
committee members and staff have received ex-
tensive briefings from more than two dozen other
officials and experts. The committee has had access
to a wide range of information, both classified and
unclassified. The committee welcomed partici-
pation by the public and all interested parties, and
sought to inform and motivate that participa-
tion through a website (www.sainc.com/tapac)
containing information from its meetings, re-
lated background materials, and this report. The
committee’s thinking about these difficult issues
has been greatly aided by the prior and parallel
work of other individuals and organizations.

GOVERNMENT DATA MINING

On September 25, 2003, Congress passed the
Department of Defense Appropriations Act,
2004.16 Section 8131 of the Act terminated TIA,
but explicitly permitted funding for “processing,
analysis, and collaboration tools for counter-
terrorism foreign intelligence,”17 specified in a
classified, and therefore non-public, annex to the
Act. Under the Act, those tools may only be used in
connection with “lawful military operations of the
United States conducted outside the United States”
or “lawful foreign intelligence activities conducted
wholly overseas, or wholly against non-United
States citizens.”18 In its report accompanying the
Act, the Conference Committee directed that the
Information Awareness Office (“IAO”)—the home
of TIA—be terminated immediately, but permit-
ted continuing research on four IAO projects.19

We believe the decision to create TAPAC has proved both timely and correct.

Privacy issues should be considered contemporaneously with the development

of technologies that might create them so that appropriate protections

can be built into new systems.



Report of the Technology and Privacy Advisory Committee 3

DOD Data Mining Activities

• The Army provided $250,000 through an existing defense contractor for Torch Concepts, with the assistance
of DOD and TSA, to obtain five million passenger records from JetBlue Airways in September 2002. The records
were used for a study demonstrating how data profiling can be used to identify high-risk passengers, with the
ultimate intended goal of determining whether profiling could be used to identify people who pose a threat to
U.S. forces abroad. For approximately 40 percent of the passengers Torch Concepts was able to buy from a
commercial supplier of data products and services demographic information including data on gender, occupa-
tion, income, Social Security Number, home ownership, years at current residence, number of children and
adults in the household, and vehicles. After a public outcry, the Army abandoned further work on this project;
the Inspector General of the Army is currently investigating.22

• The Intelligence Community operates an Advanced Research and Development Activity (“ARDA”) center, based
in DOD in the National Security Agency (“NSA”), to conduct “high risk, high payoff research designed to produce
new technology to address some of the most important and challenging IT [information technology] problems
faced by the intelligence community.” Begun in May 1998, ARDA was designed to conduct “advanced research
and development related to extracting intelligence from, and providing security for, information transmitted or
manipulated by electronic means.”23 One of ARDA’s current projects—Novel Intelligence from Massive Data—
appears to address some of the same issues as TIA, including how to focus “analytic attention on the most criti-
cal information found within massive data.” One of ARDA’s goals for this project is to examine large quantities
of data to “[r]eveal new indicators, issues, and/or threats that would not otherwise have been found due to the
massiveness of the data.”24

• In 2001, DOD began an Advanced Concept Technology Demonstration, “Counter Bomb, Counter Bomber,” to
explore technologies for preventing suicide and other human-carried bomb attacks against U.S. military forces
abroad. The project identified 120 technologies that could be used not only to protect U.S. military installations,
but to use personally identifiable information about non-U.S. persons to identify potential bombers as they
were recruited, trained, and transported to their targets, and potential bomb material as it was acquired
and transported. Further work on the project is on hold pending TAPAC’s report on how to resolve informational
privacy issues.

• DOD’s Joint Protection Enterprise Network is designed to share information across military commands to
enhance decision-making and collaboration regarding efforts to protect U.S. military forces. One project—
Threat Alerts and Locally Observed Notices (“TALON”)—allows military installations to share information
about threats, suspicious activity, or other anomalous behavior via a Web-based system. Information about
people—including U.S. persons—who are denied access to, or who are observed behaving suspiciously around,
one military installation can be instantly shared with others and aggregated with other data about those people.

As a result, while the program known as TIA has
been eliminated, the reference to “processing,
analysis, and collaboration tools for counter-
terrorism foreign intelligence” in the classified
annex makes clear that TIA-like activities could
continue to be pursued outside of the public’s view.
Moreover, we were informed about a variety of
other activities in DOD and elsewhere that raise
similar privacy issues. Some of these have been
described to us as a result of a request we made
to the General Counsel to “mak[e] sure that we

are made aware of all existing and planned pro-
grams within the Department that involve ‘the
application of pattern queries/data correlation
technology to counter-terrorism and counter-
intelligence missions,’ as well as other DOD
programs that may use data about U.S. citizens
or permanent residents.”20

In addition, there are a number of government
programs in place or under development out-
side of DOD that rely on broad searches of
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Other Government Data Mining Activities

• The Transportation Security Administration (“TSA”) in DHS has announced that it is in the process of deploy-
ing the second generation of the Computer-Assisted Passenger Prescreening System (“CAPPS II”) which
compares airline passenger names with private- and public-sector databases to assess the level of risk a pas-
senger might pose.25 TSA substantially revamped its plans for CAPPS II during the summer of 2003 in response
to public concerns about privacy.

• Section 201 of the Homeland Security Act, signed into law in November 2002, requires DHS to “establish and
utilize . . . a secure communications and information technology infrastructure, including data-mining and
other advanced analytical tools,” to “access, receive, and analyze data detect and identify threats of terrorism
against the United States.”26

• Section 314 of the Uniting and Strengthening America by Providing Appropriate Tools Required to Intercept
and Obstruct Terrorism (“USA PATRIOT Act”),27 adopted in the aftermath of the September 11, 2001 terrorist
attacks, expands the power of the Treasury Department’s Financial Crimes Enforcement Network—FinCEN—to
require financial institutions to report suspected money laundering or terrorist activities by their customers.28

• Section 326 of the USA PATRIOT Act requires new “Know Your Customer” rules which require financial
institutions to (1) verify the identity of any person seeking to open an account, to the extent reasonable and
practicable; (2) maintain records of the information used to verify the person’s identity and; (3) determine
whether the person appears on any list of known or suspected terrorists or terrorist organizations.29

• Section 365 of the USA PATRIOT Act expands the requirements of the Bank Secrecy Act to require not only
financial institutions, but all commercial entities to file currency transaction reports for cash or coin transac-
tions of $10,000 or more.30

• Florida police have created a new database—called “MATRIX” (Multistate Anti-Terrorism Information
Exchange)—to link law enforcement records with other government and private-sector databases. The new
system is designed to “find patterns and links among people and events faster than ever before.”31 Eight states
and DHS are now participating in MATRIX. The program is funded by a $4 million grant from the Justice
Department and an $8 million from DHS.32

personal information concerning U.S. persons
to detect and deter terrorist and other criminal
activities. Many of these have been the subject
of Congressional testimony and press reports. It
is therefore clear that TIA was not unique in
its potential to use personal data about U.S.
persons.

For example, Congress adopted the Homeland
Security Act in November 2002, in which it
required the Department of Homeland Security
(“DHS”)—a department concerned with domes-
tic security—to “establish and utilize . . . a secure
communications and information technology
infrastructure, including data mining and other
advanced analytical tools,” to “access, receive,

and analyze data detect and identify threats of ter-
rorism against the United States.”21 New programs,
facilitated by rapid advances in technology, emerg-
ed regularly while the committee was meeting.

The common feature of all of these programs is
that they involve sifting through data about
identifiable individuals, even though those indi-
viduals have done nothing to warrant government
suspicion, in search of useful information. This is
what we understand to be “data mining.” As we
discuss below, we believe it to be a broad concept,
encompassing searches of one or more electronic
databases of information concerning U.S. per-
sons, by or on behalf of an agency or employee
of the government.*33
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* We recognize that the term “data mining” has been criticized as potentially misleading, to the extent it suggests that data are being
depleted (in the way that gold mining depletes the store of gold), or bearing an inherently negative connotation (as in “strip
mining”). We use the term in the belief that it is more intuitively understandable to non-experts than “knowledge discovery” or other
more recent terms.

While we define “data mining” broadly, we do not recommend that all activities within this definition be subject to new regulation.
For example, we recommend no new regulation of data mining based on particularized suspicion, or that is limited to lawfully
collected foreign intelligence, or that concerns federal government employees and is conducted solely in connection with their
employment. We recommend that data mining that is limited to information that is routinely available without charge or
subscription to the public—on the Internet, in telephone directories, or in public records to the extent authorized by law—should
be subject only to two new requirements (namely, that it be conducted pursuant to the written authorization of the agency head
and be subject to compliance audits.) See the discussion under “Conclusions and Recommendations” below.

The lists of programs within DOD and other
government agencies highlight the types of data
mining activities other than TIA currently in use
or under development. They are illustrative—
not exhaustive—and the variety of uses of per-
sonal data they represent suggests that TIA was
not the tip of the iceberg, but rather one small
specimen in a sea of icebergs. Like TIA, these and
similar programs allow real-time searches of
databases, often without regard for physical
location. They therefore increase the store of
personally identifiable information to which the
government has access and reduce the need to
aggregate data physically to be able to use them.

Data mining has many valuable and lawful uses
in both the private and public sectors. It has been
employed for years to identify and apprehend
criminals, deliver customized services, and improve
efficiency. It can help protect public safety and
national security, while also reducing the need for
potentially more intrusive government activities,
such as physical searches of luggage, vehicles, and
people. Moreover, the same technologies that make
data mining feasible can be used to reduce the
amount of personally identifiable data necessary,
facilitate data mining with anonymized data,
and create immutable audit trails and other pro-
tections against misuse. In short, when systems
are well constructed and used subject to proper
procedures and with appropriate authorization,
data mining is a valuable tool in the fight
against terrorism.

NEW CHALLENGES TO AN OUTDATED
REGULATORY STRUCTURE

government data mining presents risks to infor-
mational privacy, however, and today those risks
are exacerbated by the fact that the laws applic-
able to data mining are disjointed. As a result, pro-
grams thought to pose similar risks to informational
privacy are subject to a variety of often inconsistent
legal requirements. This reflects the historical divide
in the United States between laws applicable to law
enforcement and those applicable to foreign in-
telligence and national security activities, as well as
the different departments, contexts, and times in
which those programs were developed.

It was only three months after Congress required
DHS to engage in data mining that it prohibited
DOD—a department concerned with security
outside of the United States—from deploying data
mining tools within the United States, collecting
or using data about U.S. persons, or developing
other elements of TIA (including translation soft-
ware, networks to link the intelligence commun-
ity, and other tools that had few if any privacy
implications).34 This inconsistent treatment of
similar technologies based on the department that
developed them runs the risk of compromising
the protection of both national security and infor-
mational privacy.

Laws regulating the collection and use of infor-
mation about U.S. persons are often not merely
disjointed, but outdated. Many date from the
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1970s, and therefore fail to address extraordinary
developments in digital technologies, including the
Internet. As noted, the government has always used
personally identifiable data about individual U.S.
persons as part of its law enforcement and national
security efforts, subject to legal protections for
privacy. Dramatic advances in information tech-
nology, however, have greatly increased the
government’s ability to access data from diverse
sources, including commercial and transactional
databases. Those technologies have exponentially
increased the volume of data available about
individuals and greatly reduced the financial and
other obstacles to retaining, sharing, and using
those data in both the public and private sector.

The ubiquity of information networks and digital
data has created new opportunities for tracking
terrorists and preventing attacks. It was to respond
to these challenges that DARPA created the IAO
and began developing TIA. But technological
advances also raise important privacy issues and
create the need for legal advances as well. New
technologies allow the government to engage in
data mining with a far greater volume and variety
of data concerning U.S. persons, about whom
the government has no suspicions, in the quest
for information about potential terrorists or
other criminals. Current laws are often inadequate
to address the new and difficult challenges pre-
sented by dramatic developments in information
technologies. And that inadequacy will only
become more acute as the store of digital data
and the ability to search it continue to expand
dramatically in the future.

This is especially true in the setting on which
we are focused—analyzing personally identifiable
data to protect against terrorist threats. The legal pro-
tections that have historically applied in this con-
text recognize distinctions between U.S. persons
and non-U.S. persons, between law enforcement
and national security, and between activities that
take place in the United States as opposed to those
that take place beyond our borders. This “line at the
border” approach to privacy law and to national
security is now increasingly outdated because of

new technologies and new threats. Information
flows ignore national borders and greatly reduce
the relevance of geography and nationality.

Similarly, as the terrorist attacks of September 11,
2001, made clear, the threat to national security
is both at home and abroad. The threat of attacks
from terrorists who may be operating within our
borders contribute to making traditional “line at
the border” distinctions less adequate. Moreover, we
have been reminded repeatedly since September 11
that our response must be far better coordinated—
linking intelligence gathered for law enforce-
ment, border security, and national security, in the
United States and around the world.

These developments highlight the need for new
regulatory boundaries to help protect civil liber-
ties and national security, and to help empower
those responsible for defending our nation to use
advanced information technologies—including
data mining appropriately and effectively. It is time
to update the law to respond to new challenges.

TAPAC has approached its charge with both a
broad and narrow focus, and with both long- and
short-term perspectives. We developed our initial
analysis in the context of TIA and related DARPA
programs. However, we believe it is counter-
productive to the protection of both informa-
tional privacy and national security to address
only TIA and other DARPA programs, while
ignoring the many other government programs
that use personal information on U.S. persons.

More importantly, because of the urgent need to
enhance information sharing among agencies
concerned with intelligence gathering, national
security, and law enforcement, we believe a uni-
form system of laws and technological measures
to facilitate data mining and information shar-
ing without compromising the privacy of U.S.
persons is essential. Neither national security nor
informational privacy are served by subjecting dif-
ferent agencies’ data mining activities to different
legal regimes. Moreover, the steps that we believe
are necessary to protect privacy cannot be accomp-
lished within any one agency or department alone.
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Finally, because DOD is the only federal depart-
ment to have an external advisory committee to
examine the privacy implications of its programs,
TAPAC occupies a unique position. We have bene-
fited from presentations by officials from other
departments and by the spirit of cooperation those
officials have demonstrated. We have noted that
many of the technologies and systems being used
for data mining are similar and can raise similar
privacy issues. We therefore believe our recommen-
dations could serve as a useful model for other
government agencies with programs involving
data mining and the use of private sector databases
for anti-terrorism or law enforcement purposes.

SECURITY AND LIBERTY

We conclude that advanced information technol-
ogy—including data mining—is a vital tool in the
fight against terrorism, but in developing and
using that tool the government must—and can—
protect privacy and fundamental civil liberties.

Without question, the fundamental obligation of
government is to protect and defend the nation
and its people whether from attacks from without
or within. The challenge that leaders throughout
our nation’s history have recognized is how to
meet this core obligation without violating our
constitutional values.

This is not an easy task. When the nation’s secur-
ity is threatened, the government’s constitutional
duty to provide for the national defense often
leads to constitutionally protected liberties being
challenged. The people’s inherent concern for
ensuring our country’s safety makes us willing to
compromise in our defense of those liberties. As

the Supreme Court wrote in 1963: it is “under
the pressing exigencies of crisis, that there is the
greatest temptation to dispense with fundamen-
tal constitutional guarantees which, it is feared,
will inhibit governmental action.”35

Four years later the Court returned to this theme:
“It would indeed be ironic if, in the name of
national defense, we would sanction the subver-
sion of . . . those liberties . . . which makes the
defense of the Nation worthwhile.”36

On this fundamental point we part company with
the views expressed by our colleague William T.
Coleman, Jr., in his separate statement.37 Our
nation’s history teaches that in times of war and
other crises, the need for security inevitably
threatens our commitment to liberty. The tension
between security and liberty is not new. In 1787
George Washington warned in his letter to the
Continental Congress transmitting the new draft
Constitution of the need for individuals to “give
up a share of liberty to preserve the rest”: “It is at
all times difficult to draw with precision the line
between those rights which must be surrendered,
and those which may be reserved.”38

Later that same year, Alexander Hamilton wrote
in Federalist Paper 8, exhorting the people of
New York to ratify the Constitution:

Safety from external danger is the most
powerful director of national conduct.
Even the ardent love of liberty will, after a
time, give way to its dictates. The violent
destruction of life and property incident
to war, the continual effort and alarm
attendant on a state of continual danger,

We conclude that advanced information technology—including data mining—

is a vital tool in the fight against terrorism, but in developing and using that tool

the government must—and can—protect privacy.
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will compel nations the most attached to
liberty to resort for repose and security to
institutions which have a tendency to
destroy their civil and political rights. To
be more safe, they at length become wil-
ling to run the risk of being less free.39

This is the challenge our nation faces today, a
challenge made more acute by the magnitude of
the threat, its sustained and well-organized nature,
its technological armaments, and the fact that it
comes not from an identified enemy abroad but
from a largely invisible enemy that may be operat-
ing within our borders.

That challenge is not eliminated by the com-
mitment of our leaders or our confidence in
their good intentions. The “Bill of Rights,” Floyd
Abrams writes in his separate statement, “is rooted
in distrust of government and the judgment that
government must be limited in its powers to assure
that the public retains its liberties.”40 We agree.

The presence of known and suspected terrorists
within the United States not only makes the war
on terrorism more difficult, but also intensifies the
risk to privacy. As Governor James Gilmore, Chair
of the Congressional Advisory Panel to Assess
Domestic Response Capabilities for Terrorism
Involving Weapons of Mass Destruction, testified
before TAPAC, because the September 11 terror-
ists exploited this nation’s protections for privacy
and anonymity, there is a natural impulse to cut
back on those protections. But such a move “ignores
the historical relationship between the American
people and the government of the United States.”41

Advanced information technologies are essential to
fighting terrorism, as stressed by the Congressional
Joint Inquiry into Intelligence Community Activities
before and after the Terrorist Attacks of September 11,
2001.42 The Joint Inquiry found that the U.S.
intelligence community failed to “bring together
and fully appreciate a range of information that
could have greatly enhanced its chances of uncov-
ering and preventing Usama [sic] Bin Ladin’s plan
to attack these United States on September 11,
2001”;43 to translate “the volumes of foreign lang-
uage counterterrorism intelligence it collected,”44

and to “adequately share relevant counterterrorism
information, prior to September 11,”45 resulting
in an overall “breakdown in communications.”46

When applied to personally identifiable informa-
tion, however, information technologies can raise
significant privacy issues.

We believe it is possible to use information
technologies to protect security without compro-
mising the privacy of U.S. persons. The answer lies
in clear rules and policy guidance, adopted through
an open and credible political process, supple-
mented with education and technological tools,
developed as an integral part of the technologies
that threaten privacy, and enforced through appro-
priate managerial, political, and judicial oversight.

The stakes on both sides—guarding against terror-
ist attacks and protecting privacy—could not be
higher. We must not sacrifice one for the other,
because, as Benjamin Franklin warned more than
two centuries ago: “they that can give up essential
liberty to purchase a little temporary safety deserve

We believe it is possible to use information technologies . . . without compromising

the privacy of U.S. persons. The answer lies in clear rules and policy guidance, . . .

supplemented with education and technological tools, developed as an integral

part of the technologies that threaten privacy, and enforced through

appropriate managerial, political, and judicial oversight.
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neither liberty nor safety.”47 This is not merely a
theoretical issue. Franklin might well have added
that those who would trade liberty for safety all
too often achieve neither. In the words of Presi-
dent Bush: “stability cannot be purchased at the
expense of liberty.”48

Security and liberty are inextricably linked. If the
rule of law is compromised by threats from abroad
or from within the nation, the legal guarantees for
civil liberties are compromised as well. John Locke
wrote almost four centuries ago: “In all states of
created beings, capable of law, where there is no
law, there is no freedom. For liberty is to be free
from the restraint and violence from others; which
cannot be where there is no law.”49 The Framers of
the Constitution reflected this same view when
they linked their commitment to “establish Justice,
insure domestic Tranquility, [and] provide for the
common defense” with their desire to “secure the
Blessings of Liberty.”50

Our goal in this report is to articulate a frame-
work of legal protections that make it possible, in
the words of Senator Ron Wyden (D-Ore.), to
“fight terrorism ferociously” without undermining
privacy.51 The magnitude and nature of the new

terrorist threat argue for heightening, not com-
promising, our vigilance concerning privacy. We
agree fully with the recent conclusion of the
Gilmore Commission in its fifth and final report
on combating terrorism: “Rather than the tradi-
tional portrayal of security and civil liberties as
competing values that must be weighed on oppo-
site ends of a balance, those values should be
recognized as mutually reinforcing.”52 That is the
goal of our recommendations. As the Markle
Foundation Task Force on National Security in
the Information Age wisely put it: we need to
“mobilize” information in the war against terror-
ism, while working to “embed respect for essential
values into the very fabric” of all government
agencies.53

We address our recommendations to the Secretary
of Defense, but we believe the basic framework
should be promulgated more widely because of
the need for rapid action to address not only TIA,
but the host of other government programs
collecting or using data about U.S. persons in
the fight against terrorism. This broader, more
comprehensive approach is essential if our nation
is to achieve its goal of combating terrorism and
safeguarding the privacy of U.S. persons.
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THE NEW TERRORIST THREAT

The United States faces, in the words of British
Prime Minister Tony Blair, “a new and deadly
virus.”54 That virus is “terrorism, whose intent to
inflict destruction is unconstrained by human
feeling and whose capacity to inflict it is enlarged
by technology.”55

This new threat is different in at least four ways
from anything the nation has faced before, as
the murderous attacks of September 11 pain-
fully demonstrated.

THE THREAT FROM WITHIN

First is the power of terrorists to strike from with-
in. In the war on terrorism, the United States is
now part of the battlefield. This is a substantial
change in the American experience, as Assistant
Secretary of Defense for Homeland Security Paul
McHale reminded the committee. With the
creation of the U.S. Northern Command follow-
ing the September 11 terrorist attacks, a general
officer once again has command responsibility
for the continental United States, hearkening back
225 years to when General George Washington
commanded the revolutionary army.56

The fact that terrorists threaten from within our
borders means we have little if any notice of an
attack, as William T. Coleman, Jr., observes in his
separate statement: Attacks like those of Septem-
ber 11 “had never happened before in the United
States, seldom elsewhere in the western world.
When nation-states plan to attack another nation-
state, usually there is some advance notice. We see
armies, navies building up, equipment and uni-
formed human beings being moved.”57

The threat from within our borders therefore
heightens the importance of detecting terrorists’
plans, while making that task all the more diffi-
cult. “[T]he difficulty,” Mr. Coleman notes, “is
caused by the fact that the information relevant
to the terrorist is in the same data as that of other
persons who are perfectly innocent. In other words,
the few possible terrorists’ names are interwoven
with the overwhelming number of innocent
persons. For, in this war, the nation’s enemies often
are attempting to carry out attacks within the
United States and often conceal themselves
among the innocent civilian population, [and]
use civilian facilities in order to do so. . . .”58

THE SUICIDAL THREAT

Second, the new threat is marked by the willing-
ness of terrorists to sacrifice their own lives in
the relentless pursuit of the devastation of our
nation. This suicidal commitment marks a new
and dangerous development that significantly
undermines traditional defensive strategies. It is
substantially more difficult to defend against attacks
by people so bent on destruction that they are
willing to die.

THE THREAT OF WEAPONS OF
MASS DESTRUCTION

Third, terrorists have already demonstrated their
ability to turn technologies into weapons than can
cause mass destruction. Even ordinary airplanes we
have seen transformed into deadly missiles capable
of unimagined devastation. The risks posed by
other technological advances—nuclear, biological,
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and chemical—are difficult to comprehend and
impossible to overstate. Weapons of mass destruc-
tion are now within the grasp of not only nation-
states, but individual terrorist organizations. The
scope of annihilation threatened by technologies
in the hands of terrorists is unprecedented.

THE TERRORIST INFRASTRUCTURE

Finally, terrorists are increasingly well organized,
using advanced information technologies to
communicate with each other and transfer funds
around the world instantly, anonymously, and
often undetectably. The September 11 attacks
demonstrated the terrorists’ remarkable ability to
launch highly coordinated, well-financed, and
painstakingly rehearsed attacks against the United
States. This increases the magnitude of risk
threatened by terrorist attacks and heightens the
difficulty of identifying and apprehending would-
be perpetrators.

THE NEW THREAT

The combination of coordinated, well-financed
terrorists, willing to sacrifice their lives, potentially
armed with weapons of mass destruction, capable
of operating from within the United States is like
nothing else this nation has faced. It poses extra-
ordinary risks to our safety and our way of life,
while challenging our ability to defend ourselves.

In the words of our colleague Floyd Abrams:

The threat of nuclear, biological, or chemi-
cal attacks within the United States by
terrorists who are, at one and the same
time, technologically skilled and suicidally
oriented, may well pose the greatest threat

to our people that we have ever faced
before. The threat is not only real; it is
long-term in nature, with no end in sight
and, quite possibly, with no end at all.
It may be the fate of our children and
grandchildren always to be at risk.

Given the level of this threat, it is not
only understandable but necessary that
our government seek out new and crea-
tive ways to prevent acts of terrorism.59

It is against this background—of a new, different,
and deadly threat—that we have approached
Secretary Rumsfeld’s charge to our committee: to
determine whether “the goal of developing
technologies that may help identify terrorists
before they act [should] be pursued” and, if so, to
“ensure that the application of this or any like
technology developed within DOD is carried out
in accordance with U.S. law and American values
related to privacy.”60

EMPOWERING OUR NATION’S
DEFENDERS

Finally, the nature and magnitude of this new
threat makes us more aware than ever of the many
men and women who fight against terrorism and
defend our country. Floyd Abrams is most assured-
ly correct when he writes that “[m]any dedicated
and selfless public servants, both in and out of
uniform, who testified before our committee are
engaged in that effort and they deserve the nation’s
thanks for their contributions.”61 We have been
fortunate to work with many of them during the
preparation of this report, and we are both
impressed by, and deeply grateful for, their
dedication, skill, and courage.

The combination of coordinated, well-financed terrorists,

willing to sacrifice their lives, . . . operating from within the United States . . .

poses extraordinary risks to our safety and our way of life.
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Far more than gratitude, however, we owe these
individuals clear, practical guidance so that they
can fight terrorism with maximum effectiveness,
but without creating unnecessary risks for
themselves or for the laws and values they have
pledged their lives to defend.

William T. Coleman, Jr., writes:

Today the United States has over 150,000
U.S. military persons fighting in
Afghanistan and Iraq, plus significant air
force, marine, and naval forces around the
same area, in addition naval personnel are
at seas and oceans throughout the world
intercepting ships carrying illegal items,
some of which will yield cash to supply
terrorists, others carrying items which can
be used in assembly of weapons of mass
destruction. In addition, there are CIA and
other civilian U.S. personnel risking their
lives each day to corner terrorists and
prevent attacks on the United States, or
U.S. facilities abroad, or on its allies. . . .
Everyone agrees that obtaining accurate,
quick, live intelligence in real-time,
informative ways is often as invaluable
as actual combat with the terrorists.62

We agree. That is what this report is about, with
one significant addition: we deal not only with
using information to fight terrorism aggressively
and effectively, but doing so without compro-
mising the laws and values reflected in our
Constitution. Ultimately, as Prime Minister Blair
stressed before Congress, “[o]ur ultimate weapon
is not our guns, but our beliefs.”63 Amongst those
beliefs is a commitment to preserve civil liberties,
including privacy, at the same time as we defend
ourselves against our enemies.

We are profoundly aware of the magnitude of
the new terrorist threat, its sustained and well-
organized nature, its technological armaments,
and the fact that it comes not from an identified
enemy abroad but from a largely invisible enemy
that may be operating within our borders. As
President Bush and others have observed, these
distinctive features threaten more than our safety:
they threaten our freedom. It would be a poor
defense indeed of we gave up the latter in an
attempt to secure the former.

Our goal in this report, therefore, is to provide
the guidance necessary to empower our nation’s
defenders to use advanced information technol-
ogy tools to protect our safety and our freedom.
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TIA

EARLY DESCRIPTIONS OF TIA

TIA was first cited publicly in April 2002 by the
Director of DARPA, in testimony before the
Senate Armed Services Committee.64 In May, the
newly created DARPA IAO described TIA on its
website. The program first attracted significant
public notice after an August 2002 speech by the
then-Director of IAO. Speaking at the DARPA-
Tech 2002 Conference, he described the need to
“become much more efficient and more clever

in the ways we find new sources of data, mine
information from the new and old, generate in-
formation, make it available for analysis, convert
it to knowledge, and create actionable options.”65

To accomplish these purposes, he articulated the
need for a “much more systematic approach.”66

“Total Information Awareness—a prototype
system—is our answer.”67

Early DARPA TIA Slide
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The IAO Director went on to identify “one of
the significant new data sources that needs to be
mined to discover and track terrorists”—the
“transaction space.”68 “If terrorist organizations are
going to plan and execute attacks against the
United States, their people must engage in
transactions and they will leave signatures in this
information space.”69 He then showed a slide of
transaction data that included “Communications,
Financial, Education, Travel, Medical, Veterinary,
Country Entry, Place/Event Entry, Transportation,
Housing, Critical Resources, and government”
records.

EARLY PUBLIC AND CONGRESSIONAL
REACTION TO TIA

The IAO Director mentioned the importance of
protecting privacy in his speech, and six months
earlier, in March 2002, IAO had begun fund-
ing research on privacy-enhancing technologies.
Nevertheless, the seeds had been sown for serious
concerns about privacy. On November 24, 2002,
at the height of the debate over enactment of
the Homeland Security Act, William Safire wrote
a column in the New York Times critical of TIA.
Safire wrote:

Every purchase you make with a credit
card, every magazine subscription you buy
and medical prescription you fill, every
Web site you visit and e-mail you send or
receive, every academic grade you receive,
every bank deposit you make, every trip
you book and every event you attend—all
these transactions and communications
will go into what the Defense Depart-
ment describes as “a virtual, centralized
grand database.”

To this computerized dossier on your
private life from commercial sources, add
every piece of information that govern-
ment has about you—passport applica-
tion, driver’s license and bridge toll records,
judicial and divorce records, complaints
from nosy neighbors to the F.B.I., your
lifetime paper trail plus the latest hidden

camera surveillance—and you have the
supersnoop’s dream: a “Total Information
Awareness” about every U.S. citizen.70

Although DARPA officials and others argued
that Safire misstated facts about TIA, his criti-
cism sparked a nationwide reaction. In the seven
months between the initial disclosure of TIA and
Safire’s column, only 12 press reports had appeared
about the program. In the next 30 days, the press
carried 285 stories, and by the time TAPAC was
created, that figure had risen to 508.

In December 2002, the Assistant to the Secretary
of Defense for Intelligence Oversight, who is
responsible for ensuring DOD compliance with
the laws and regulations governing the collection
and use of intelligence information, conducted
an internal review of TIA and related programs.
The review included not just DARPA, but other
units within DOD and the armed services, and
The Rand Corporation, a DARPA contractor.

The review found that neither DARPA nor IAO
are “intelligence organizations,” because they
develop but do not use technological tools for
information gathering. Nevertheless, the review
noted that the same legal constraints that regulate
intelligence activities involving data on U.S. per-
sons would apply to the use of TIA by any part
of the Defense Intelligence Community to “col-
lect, retain, or disseminate information” on U.S.
persons. The review concluded that no legal
obligations or “rights of United States persons”
had been violated.71

The review did determine that some DARPA
officials, because they were not involved in intel-
ligence activities, had only a “limited understand-
ing of Intelligence Oversight regulations.” As a
result of the review, DARPA “quickly took
Intelligence Oversight concerns into account” and
“institutionalized training and awareness of
Intelligence Oversight for its personnel.”72 The
review remains open and the Assistant to the
Secretary of Defense for Intelligence Oversight
has committed to engage in “ongoing monitor-
ing” so long as DARPA is involved in developing
tools for intelligence gathering.
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* See the discussion under “Inspector General’s Report” below.

Opposition to TIA, however, continued to
mount. In late 2002 Senators Charles E. Grassley
(R-Iowa), Chuck Hagel (R-Neb.), and Bill Nelson
(D-Fla.) wrote separately to the DOD Inspector
General asking him to review TIA. On January 10,
2003, the Inspector General announced an audit
of TIA, including “an examination of safe-
guards regarding the protection of privacy and
civil liberties.”73 As discussed below,* the audit
concluded that “[a]lthough the DARPA devel-
opment of TIA-type technologies could prove
valuable in combating terrorism, DARPA could
have better addressed the sensitivity of the
technology to minimize the possibility for
governmental abuse of power and to help en-
sure the successful transition of the technology
into an operational environment.”74

On January 23, 2003, the Senate adopted an
amendment to the Omnibus Appropriations Act
proposed by Senator Ron Wyden (D-Ore.) pro-
hibiting the expenditure of funds on TIA unless
the Secretary of Defense, the Director of the
CIA, and the Attorney General jointly reported
to Congress within 90 days of the enactment of
the law about the development of TIA, its likely
efficacy, the laws applicable to it, and its likely
impact on civil liberties. The amendment also
prohibited deployment of TIA in connection
with data about U.S. persons without specific
Congressional authorization.75 Congress adopted
the amendment as part of the Consolidated
Appropriations Resolution on February 13 and
the President signed it into law on February 24.76

MAY 20, 2003 DARPA REPORT

The report specified by the Wyden Amendment
was delivered to Congress on May 20, 2003.77

It divided DARPA’s IAO programs into three
categories—TIA, High-Interest TIA-Related Pro-
grams, and Other IAO Programs—and described
the latter two categories in far greater detail than
TIA itself. The report described TIA as:

a research and development program that
will integrate advanced collaborative and
decision support tools; language trans-
lation; and data search, pattern recogni-
tion, and privacy protection technologies
into an experimental prototype network
focused on combating terrorism through
better analysis and decision making.78

In addition, the report described eight other
“High-Interest TIA-related Programs” being
developed by the IAO in connection with TIA,
and ten “Other IAO Programs” that “may pro-
vide technology as possible components of TIA
prototype but are considered of secondary interest
within the context of this report.”79

With regard to the privacy issues posed by TIA
and related programs, the report provided:

The Department of Defense’s TIA re-
search and development efforts address
both privacy and civil liberties in the
following ways:

• The Department of Defense must
fully comply with the laws and regu-
lations governing intelligence activi-
ties and all other laws that protect
the privacy and constitutional rights
of U.S. persons.

• As an integral part of its research,
TIA program itself is seeking to
develop new technologies that will
safeguard the privacy of U.S. persons.

• TIA’s research and testing activi-
ties are conducted using either real
intelligence information that the
federal government has already
legally obtained, or artificial syn-
thetic information that, ipso facto,
does not implicate the privacy inter-
ests of U.S. persons.80
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CONGRESSIONAL RESPONSE

On September 25, 2003, Congress passed the
Department of Defense Appropriations Act,
2004.81 Section 8131 of the Act terminated fund-
ing for TIA, with the exception of “processing,
analysis, and collaboration tools for counter-
terrorism foreign intelligence”82 specified in a
classified annex to the Act. Under the Act, those
tools may be used only in connection with “law-
ful military operations of the United States
conducted outside the United States” or “lawful
foreign intelligence activities conducted wholly
overseas, or wholly against non-United States
citizens.”83

In its report accompanying the Act, the Confer-
ence Committee directed that the IAO itself be
terminated immediately, but permitted continu-
ing research on four IAO projects: Bio-Advanced
Leading Indicator Recognition, Rapid Analytic
Wargaming, Wargaming the Asymmetric Envi-
ronment, and Automated Speech and Text
Exploitation in Multiple Languages.”84 The Act
thus terminated the IAO and further research
on privacy enhancing technologies, while keeping
open the possibility of “processing, analysis, and
collaboration tools for counter-terrorism foreign
intelligence” being developed outside of DARPA
in secret. The President signed the Act on Sep-
tember 30, 2003.

INSPECTOR GENERAL’S REPORT

On December 12, 2003, the DOD Inspector
General released the results of an audit of TIA
announced in January in response to Congression-
al inquiries. The audit concluded that “[a]lthough
the DARPA development of TIA-type technolo-
gies could prove valuable in combating terrorism,
DARPA could have better addressed the sensitiv-
ity of the technology to minimize the possibility
for governmental abuse of power and to help ensure
the successful transition of the technology into an
operational environment.”85

With specific regard to privacy, the audit found
that DARPA failed to perform any form of privacy

impact assessment, did not involve appropriate
privacy and legal experts, and “focused on de-
velopment of new technology rather than on the
policies, procedures, and legal implications asso-
ciated with the operational use of technology.”86

The report acknowledged that DARPA was
sponsoring “research of privacy safeguards and
options that would balance security and privacy
issues,” but found that such measures “were not
as comprehensive as a privacy impact assessment
would have been in scrutinizing TIA technology.”87

“As a result,” the audit concluded, “DOD risk[ed]
spending funds to develop systems that may not
be either deployable or used to their fullest poten-
tial without costly revision.”88 The report noted that
this was particularly true with regard to the poten-
tial deployment of TIA for law enforcement:
“DARPA need[ed] to consider how TIA will be
used in terms of law enforcement to ensure that
privacy is built into the developmental process.”89

UNDERSTANDING THE TIA
CONTROVERSY

Many factors have contributed to the contro-
versy over TIA. One of the most important was
DARPA’s inability—or unwillingness—to describe
TIA, its objectives, and the data to which it would
apply clearly, consistently, and coherently. For
example, DARPA’s May 2003 report described
TIA in these words:

TIA research and development efforts
seek to integrate technologies developed
by DARPA (and elsewhere, as appro-
priate) into a series of increasingly power-
ful prototype configurations that can be
stress-tested in operationally relevant
environments using real-time feedback
to refine concepts of operation and per-
formance requirements down to the
technology component level.90

The changing and inconsistent descriptions of
TIA have been well documented.91 In August
2002, DARPA’s descriptions of TIA focused on
“significant new data sources that [need] to be



Report of the Technology and Privacy Advisory Committee 19

mined to discover and track terrorists” and
“transactional data” found in “Communications,
Financial, Education, Travel, Medical, Veterinary,
Country Entry, Place/Event Entry, Transportation,
Housing, Critical Resources, and government”
records. By 2003, all such references had been
removed from TIA materials, the diagram depict-
ing them had been removed from TIA’s website,
and in DARPA’s May 2003 report to Congress,
data mining was not even mentioned.

Similarly, when the IAO Director presented TIA
to the DARPATech conference in August 2002,
he told his audience that “[t]he relevant infor-
mation extracted from this data must be made
available in large-scale repositories with enhanced
semantic content for easy analysis to accomplish
this task.”92 The diagram accompanying his
presentation and available on TIA’s website until
early 2003, referred to “Automated Virtual Data
Depositories” and depicted “Transactional Data”
flowing into those depositories. The phrase “vir-
tual, centralized grand database” has been widely
quoted from DARPA documents. But in its May
2003 report to Congress, DARPA wrote that “the
TIA Program is not attempting to create or access
a centralized database that will store informa-
tion gathered from various publicly or privately
held databases.”93

In that same report, DARPA described “How
TIA Would Work” in terms of “Red Teams”

imagin[ing] the types of terrorist attacks
that might be carried out against the
United States at home or abroad. They
would develop scenarios for these attacks
and determine what kind of planning
and preparation activities would have to
be carried out in order to conduct these
attacks. . . . The red team would determine
the types of transactions that would have
to be carried out to perform these activi-
ties. . . . These transactions would form a
pattern that may be discernable in certain
databases to which the U.S. government
would have lawful access.94

The government would then identify those spe-
cific patterns that “are related to potential terrorist
planning.” Rather than trying to prevent terrorist
attacks by searching databases for “unusual
patterns,” intelligence agencies would “instead
[search] for patterns that are related to predicted
terrorist activities.” This explanation is the sole
description of how the TIA program would work
in DARPA’s May 20, 2003 report to Congress.

Clearly, the objectives of programs may change
or one official may describe a program differently
than another, but DARPA’s failure to acknowledge
or explain significant inconsistencies contributed
to undermining public and Congressional con-
fidence in the agency. DARPA exacerbated the
controversy over TIA in other ways as well.

For example, the TIA logo on the IAO website,
depicting an all-seeing eye atop a pyramid,
surrounded by the Latin motto “Scientia Est
Potentia”—Knowledge Is Power—suggested
George Orwell’s all-knowing “Big Brother”
government in his classic novel 1984. Changing
the name from “Total” to “Terrorism” Information
Awareness after the controversy erupted, as if the
title rather than the potential substance of TIA
was the problem, did not help.

Controversy over other IAO projects, such as the
planned FutureMAP program, helped to fuel
Congressional skepticism. FutureMAP involved
the creation of an Internet-based futures market
in which traders could bet on the occurrence
and timing of events such as terrorist attacks,
assassinations, and the like. Although similar
markets are used in commercial settings today
for purposes as diverse as predicting the weather
affecting Florida orange crops and estimating the
success of a forthcoming Hollywood movie, the
subject matter of FutureMAP and the perception
that it was both ill considered and unseemly
caused an outcry so great that DoD terminated
further consideration of the program and the
director of IAO ultimately resigned.
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Other factors beyond DARPA’s control contrib-
uted as well. As a research agency charged with
developing, but not implementing, technological
tools, DARPA was unprepared to answer critics’
questions about the privacy implications of
how TIA might be used. Historically, DARPA
had engaged in high-risk, high-pay-off research
for the DOD, conducted out of the limelight.
Much of its research has resulted in spectacular
advances, with benefits far beyond the defense
establishment—for example, DARPA created
ARPANet, the precursor to the Internet, as a
technological tool for linking defense research-
ers—but never before had the agency been requir-
ed to account for the potential impact on privacy
of future uses of a tool it was in the process
of developing.

This led to sustained miscommunication between
DARPA and its critics. DARPA answered questions
about privacy by repeatedly assuring the public
that it was not aggregating personally identifi-
able information on U.S. persons or using TIA to
access any such information, and that any such
activities in the future would be by other agencies
which would bear responsibility for complying
with the laws and regulations applicable to them.
Some observers found these responses evasive
especially in the light of DARPA’s public rhetoric
promoting TIA. Although the Assistant to the
Secretary of Defense for Intelligence Oversight
found no evidence that TIA was at any time
using personally identifiable information on U.S.
persons, DARPA’s assurances failed to resolve
critics’ concerns.

The timing of revelations about TIA also contrib-
uted to the controversy surrounding the program.
Many Americans were growing increasingly un-
easy about government actions, in the aftermath
of the September 11, 2001 terrorist attacks, that
appeared to threaten civil liberties: the detention
of non-U.S. persons without charge or access to
counsel, monitoring of inmate telephone calls
with their attorneys, passage of the USA PATRIOT

Act with the new powers it conferred on the
government to conduct—in some cases secret—
searches and seizures, physical searches of airline
passengers and their luggage, and the Attorney
General’s Operation TIPS program (later
abandoned) under which delivery, repair, and
other workers who entered people’s homes would
report to the government on what they saw there.
Moreover, news of TIA was breaking during the
fall of 2002, just as Congress was debating the
Homeland Security Act, with the goal of
centralizing many of the government’s surveil-
lance programs within a new Cabinet-level
department. All of this coalesced to heighten
concerns among legislators and members of the
public to the potential threat of government use
of personal data.

Another significant contributor to the contro-
versy was DARPA’s failure to build protections
for privacy into TIA technologies as they were
being developed. We recognize that DARPA had
underway separate initiatives to develop privacy-
protecting technologies, but these were not part
of the TIA tools that DARPA was demonstrating
in 2002 and 2003. As the Inspector General
noted, these research projects “were not as com-
prehensive as a privacy impact assessment would
have been in scrutinizing TIA technology.”95

Informational privacy is respected and meaning-
ful policy oversight guaranteed only when they
are made a central part of the technology devel-
opment process and when the tools necessary to
ensure them are developed as an integral part of
writing software and building systems. DARPA
failed, in the words of the Inspector General’s
report, “to ensure that privacy is built into the
developmental process.”96 DARPA was by no
means unique, but that failure ultimately con-
tributed to the elimination of TIA. Ironically, it
also contributed to Congress withdrawing fund-
ing for the privacy enhancing technologies that
DARPA was developing.
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INFORMATIONAL PRIVACY AND ITS PROTECTION
FROM INTRUSION BY THE GOVERNMENT

* As we have noted, this report focuses exclusively on the privacy issues posed by U.S. government data mining programs under
U.S. law to U.S. persons. The U.S. laws discussed in this section apply to surveillance, searches, and seizures of personally identi-
fiable information conducted or authorized by government officials within the territory of the United States. Those laws apply
outside of the United States only if the surveillance, search, or seizure involves a U.S. citizen (although not necessarily a permanent
resident alien).

THE MEANING OF “PRIVACY”

There is a surprising lack of clarity about what
“privacy” means and the role the government
should play in protecting it. This is due in part
to the fact that the word “privacy” is used to con-
vey many meanings. The Supreme Court alone
has used the term to describe an individual’s
constitutional right to be free from unreason-
able searches and seizures by the government;97

the right to make decisions about contraception,98

abortion,99 and other “fundamental” issues such
as marriage, procreation, child rearing, and
education;100 the right not to disclose certain
information to the government;101 the right to
associate free from government intrusion;102 and
the right to enjoy one’s own home free from intru-
sion by the government,103 sexually explicit mail104

or radio broadcasts,105 or other intrusions.106

In addition to its breadth, the term is also inherent-
ly subjective. What threatens one individual’s sense
of privacy may not concern another person.107

Moreover, most people regard their own privacy as
deserving of as much protection as possible, but
are far less solicitous about the privacy of others,
particularly if privacy interferes with apprehending
criminals, locating missing persons, protecting the
safety of children and pets, or ensuring the fitness
of childcare workers or airline pilots.

The broad and subjective nature of privacy does
not undermine its significance, but it does increase

the difficulty—and heighten the importance—
of determining precisely what privacy interests
warrant protection. TAPAC has devoted con-
siderable attention to this issue and to reviewing
the U.S. legal system’s treatment of privacy. We are
concerned primarily with U.S. laws protecting
the privacy of personal information from intru-
sion by the government. We address non-U.S. laws
and laws applicable to private sector use of personal
information only as necessary to illustrate the range
of data on which the government may draw and
to identify the legal limits on the government
accessing that information.*

CONSTITUTIONAL PROTECTIONS

Privacy is not explicitly protected in the
Constitution. The Supreme Court, however, has
repeatedly interpreted many of the amendments
constituting the Bill of Rights to provide protec-
tion to a variety of elements of individual privacy
against government activities. The Court has found
protections for privacy in the First Amendment
provisions for freedom of expression and asso-
ciation, the Third Amendment restriction on
quartering soldiers in private homes, the Fourth
Amendment prohibition on unreasonable searches
and seizures, the due process clause and guarantee
against self-incrimination in the Fifth Amendment,
the Ninth and Tenth Amendment reservations of
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power in the people and the States, and the equal
protection and due process clauses of the Four-
teenth Amendment.108

We examine the two constitutionally based pri-
vacy protections most applicable to informational
privacy, and a third provision that limits the ways
in which the government may use information.

The Fourth Amendment

One of the colonists’ most potent grievances against
the British government was its use of general
searches. The hostility to general searches found
powerful expression in the U.S. Constitution:

The right of the people to be secure in their
persons, houses, papers, and effects, against
unreasonable searches and seizures, shall
not be violated, and no Warrants shall
issue, but upon probable cause, supported
by Oath or affirmation, and particularly
describing the place to be searched, and
the persons or things to be seized.109

As interpreted by the Supreme Court, this provis-
ion prohibits “unreasonable” searches and seizures,
requires that most searches be conducted only with
a warrant issued by a court,110 conditions the issuing
of warrants on the government showing “probable
cause” that a crime has been or is likely to be
committed and that the information sought is
germane to that crime, and generally requires that
the government provide the subject of a search
with contemporaneous notice of the search.111

Stanford Law School Dean Kathleen Sullivan has
written that “[b]y permitting searches and seizures
only if reasonable, and interposing the courts
between the privacy of citizens and the potential
excesses of executive zeal,” these constitutional
protections help to protect against “dragnets, or
general searches, which were anathema to the
colonists who rebelled against the British crown.”112

The protection afforded by the Fourth Amend-
ment, while considerable, is not absolute. The
Supreme Court has determined, for example, that
warrants are not required to search or seize items
in the “plain view” of a law enforcement officer,113

for searches that are conducted incidental to valid
arrests,114 and for searches involving national
security. Jeffrey H. Smith and Elizabeth L. Howe
have written that “[t]he national security excep-
tion has been narrowly drawn to apply only in
instances of immediate and grave peril to the
nation and must be invoked by special
authorization of the Attorney General or the
President. The national security exception is
available only in cases of foreign security, not
domestic security, and the contours of the excep-
tion are more specifically outlined by statute.”115

In the areas where the Fourth Amendment does
apply, what makes a search or seizure “un-
reasonable”? In his 1967 concurrence in Katz
v. United States, Justice Harlan wrote that
reasonableness was defined by the individual’s
“actual,” subjective expectation of privacy and
the extent to which that expectation was “one
that society was prepared to recognize as ‘rea-
sonable.’”116 The Court adopted that test for
determining what was “private” within the mean-
ing of the Fourth Amendment in 1968 and
continues to apply it today, with somewhat
uneven results. The Court has found “reasonable”
expectations of privacy in homes,117 businesses,118

sealed luggage and packages,119 and even drums
of chemicals,120 but no “reasonable” expectations
of privacy in voice or writing samples,121 phone
numbers,122 conversations recorded by conceal-
ed microphones,123 and automobile passenger
compartments,124 trunks,125 and glove boxes.126

Most pertinent to TIA and other government
projects that could involve accessing data about
U.S. persons from commercial databases, the
Supreme Court held in 1976 in United States v.
Miller127 that there can be no reasonable expecta-
tion of privacy in objects or information held by
a third party. The case involved bank records, to
which, the Court noted, “respondent can assert
neither ownership nor possession.”128 Such docu-
ments “contain only information voluntarily
conveyed to the banks and exposed to their
employees in the ordinary course of business,”129

and therefore the Court found that the Fourth
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Amendment is not implicated when the govern-
ment sought access to them:

The depositor takes the risk, in revealing
his affairs to another, that the informa-
tion will be conveyed by that person to
the government. This Court has held
repeatedly that the Fourth Amendment does
not prohibit the obtaining of information
revealed to a third party and conveyed by
him to government authorities, even if the
information is revealed on the assumption
that it will be used only for a limited pur-
pose and the confidence placed in the third
party will not be betrayed.130

Professor Daniel Solove has summarized the
Court’s logic: “since information maintained by
third parties is exposed to others, it is not private,
and therefore not protected by the Fourth
Amendment.”131 Congress reacted to the decision
by enacting a statutory right of privacy in bank
records,132 but this logic has served as the basis for
another important exclusion from the protection
of the Fourth Amendment: information about (as
opposed to the content of) telephone calls. The
Supreme Court has found that the Fourth
Amendment is inapplicable to telecommunica-
tions “attributes” (e.g., the number dialed, when the
call was placed, the duration of the call, etc.),
because that information is necessarily conveyed
to, or observable by, third parties involved in
connecting the call. “[T]elephone users, in sum,
typically know that they must convey numerical
information to the phone company; that the
phone company has facilities for recording this
information; and that the phone company does
in fact record this information for a variety of
legitimate business purposes.”133

As a result, under the Fourth Amendment, the
use of “pen registers” (to record out-going call
information) and “trap and trace” devices (to record
in-coming call information) do not require a
warrant because they don’t collect the content of
a call, but only information about the call that
is necessarily disclosed to others.

Because virtually all transactions and commu-
nications, especially if they have any electronic
component, require disclosing information to a
third party, the scope of Fourth Amendment
protection is dramatically reduced. This is espe-
cially apparent in the context of the Internet, both
because anonymous cash transactions are tech-
nologically difficult and even the most secure,
encrypted communications require the disclosure
of significant communications attributes. Professor
Paul Schwartz has written that those attributes can
include “records of session times and durations”;
“any temporarily assigned network address”; “any
credit card or bank account number” used for
payment; and “dialing, routing, addressing and
signaling information” that is in transmission.134

As with information disclosed to a third party,
Congress reacted to the Supreme Court’s decision
by creating a statutory warrant requirement for
pen registers.135

The exclusion from Fourth Amendment protec-
tion of information disclosed to (or possessed by)
a third party raises significant issues when applied
to government mining of commercial databases
and other government efforts to aggregate
personally identifiable information held in the
private sector. Such information, by definition, will
be held by third parties, so government use of
those data, under the Supreme Court’s current
interpretations, is unlikely to be limited by the
Fourth Amendment, no matter how great the
intrusion into informational privacy.

This raises significant privacy concerns, especially
since such information increasingly substitutes for
direct surveillance and its aggregation can create
detailed and highly personal profiles of individual
behavior. Miller and its progeny clearly conflict
with American values concerning privacy—as
suggested by Congress’ speedy enactment of
statutory privacy rights in material disclosed to
third persons and in communications attributes.
These actions also highlight the critical role that
Congress plays in protecting privacy.

Mr. Coleman suggests that information disclosed
to third parties does not warrant protection,
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because he characterizes such disclosures as
voluntary.136 This ignores the fact that often such
disclosures are not voluntary. We unavoidably
disclose information about ourselves everyday,
often without knowledge, and increasingly with-
out choice. To fly, open a bank account, or obtain
employment, for example, one is required to
provide a name (and, in the latter two cases,
Social Security Number) and an acceptable
form of identification. Such disclosures are
hardly “voluntary.”

Moreover, even when disclosures are voluntary,
they are often made pursuant to explicit promises
as to how the information will be used. As the
language of Miller makes clear, however, the
Court does not—or did not in 1976—care about
the terms under which the disclosures were
made—“even if the information is revealed on the
assumption that it will be used only for a limited
purpose and the confidence placed in the third
party will not be betrayed.”137 If a business promises
confidentiality to a customer, and subject to that
promise obtains access to his or her personal
information, we cannot agree with the charac-
terization of that business’ subsequent disclosure
of that information to the government, even if
motivated by the best of reasons, as “voluntary.”

Finally, Mr. Coleman ignores the fact that Miller
denies constitutional protection to information
even when the government seizes it from an
unwilling third party. Again, we believe that to
characterize access to information under those
terms as “voluntary” is plainly contrary to Ameri-
can values concerning privacy.

Freedom from unreasonable searches and seizures
by the government is the core meaning of a con-
stitutional right to informational privacy. Like
most constitutional rights, the right to be free
from unreasonable searches and seizures applies
only against the government. This highlights
the conclusion in our recommendations, with
which Mr. Coleman disagrees,138 that data min-
ing by the government presents privacy issues

different from—and often greater than—data
mining by private entities, and therefore warrants
special scrutiny.

This focus on government activity reflects the
reality that only the government exercises the
power to compel disclosure of information and
to impose civil and criminal penalties for non-
compliance. Only the government collects and
uses information free from market competition
and consumer preferences. When dealing with the
government, individuals have no opportunity to
express their expectations of privacy by choosing
to do business elsewhere or by not engaging
in transactions at all. We, like the framers of our
Constitution, recognize that in the government
context, the law alone provides—or should
provide—protection for those expectations.

The Fourth Amendment applies to searches and
surveillance conducted for domestic law en-
forcement purposes within the United States,
and those conducted outside of the United States
if they involve U.S. citizens (although not neces-
sarily permanent resident aliens). The Fourth
Amendment also applies to searches and sur-
veillance conducted for national security and
intelligence purposes within the United States, if
they involve U.S. persons who do not have a
connection to a foreign power.139 The Supreme
Court has not yet addressed whether the Fourth
Amendment applies to searches and surveillance
for national security and intelligence purposes, if
they involve U.S. persons who are connected to
a foreign power or are conducted wholly outside
of the United States.140 Appellate courts have
found, however, that there is an exception to the
Fourth Amendment’s warrant requirement for
searches conducted for intelligence purposes with-
in the United States that involve only non-U.S.
persons or agents of foreign powers.141 Statutory
protections, discussed below, fill some of the gaps
in the Fourth Amendment’s scope and impose
additional restrictions on government searches
and seizures.
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Protection Against Government Disclosure
of Personal Matters

The Supreme Court has extended the protection
of privacy from government intrusion beyond
the Fourth Amendment to a more general con-
stitutional right against government-compelled
“disclosure of personal matters.”142 In 1977, the
Supreme Court decided Whalen v. Roe, a case
involving a challenge to a New York statute
requiring that copies of prescriptions for certain
drugs be provided to the state, on the basis
that the requirement would infringe patients’
privacy rights. In his opinion for the unanimous
Court, Justice Stevens wrote that the consti-
tutionally protected “zone of privacy” included
“the individual interest in avoiding disclosure
of personal matters . . . .”143 Nevertheless, having
found this new privacy interest in nondisclosure
of personal information, the Court did not apply
strict scrutiny—which it typically reserves for
cases involving “fundamental” interests. Instead,
applying a lower level of scrutiny, the Court
found that the statute did not infringe the
individuals’ interest in nondisclosure.144 The
Court also explicitly rejected the application of
the Fourth Amendment right of privacy, writ-
ing that Fourth Amendment cases “involve
affirmative, unannounced, narrowly focused
intrusions.”145

The Supreme Court has never decided a case in
which it found that a government regulation or
action violated the constitutional privacy right
recognized in Whalen. Lower courts have, with
courts in the District of Columbia, Second,
Third, Fifth, and Ninth Circuits using Whalen
to strike down government actions on the basis
that they violated individuals’ right in non-
disclosure.146 Courts in the Fourth and Sixth
Circuits have severely limited the scope of the
Whalen nondisclosure privacy right.147 Even
those courts that have relied on the right of
nondisclosure, however, have applied only
intermediate scrutiny, instead of the strict scru-
tiny typically used to protect fundamental consti-
tutional rights.148

Protection Against Unlawful Discrimination

While the Fourth Amendment provides the most
direct restraint on the power of the government
to search and seize personally identifiable in-
formation, the Equal Protection Clause of the
Fourteenth Amendment and implicit in the Fifth
Amendment limit the government’s use of
information in ways that might deny persons
“the equal protection of the laws.”149

The Supreme Court’s Equal Protection juris-
prudence is complex, but it generally requires that
if the government acts based on individuals’ race,
national origin, ethnicity, or religion, the gov-
ernment will have to demonstrate that its action
meets strict scrutiny—that the action was neces-
sary to serve a compelling state interest. This
standard is difficult to meet. Classifications based
on sex or illegitimacy must meet only intermedi-
ate scrutiny.150

As a practical matter, this means that formal data
mining criteria that focus on race, national origin,
ethnicity, or religion will be subject to significant
judicial scrutiny. Formal criteria that include sex
or illegitimacy, and informal, unwritten criteria of
all forms, are more likely to be able to involve a
suspect category if it is not the sole basis for select-
ing people for further investigation.151 And criteria
that relate to, but are not identical with, suspect
categories are generally permitted so long as the
government does not intend to impose dis-
proportionate burdens based on race, national
origin, ethnicity, or religion.152

OTHER PROTECTIONS FOR
INFORMATIONAL PRIVACY
IN THE PUBLIC SECTOR

Most of the provisions that protect informa-
tional privacy from intrusion by the government
are statutory, rather than constitutional, in origin.

The Privacy Act of 1974

Congress has enacted a variety of statutory pro-
visions limiting the power of the government
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to compel the disclosure of personal information
and protecting against misuse of personal
information possessed by the government. The
broadest of these is the Privacy Act of 1974.153

That Act requires federal agencies to store only
relevant and necessary personal information and
only for purposes required to be accomplished by
statute or Executive Order; collect information to
the extent possible from the data subject; main-
tain records that are accurate, complete, timely,
and relevant; and establish administrative, physical,
and technical safeguards to protect the security of
records.154 The Privacy Act also prohibits disclosure,
even to other government agencies, of personally
identifiable information in any record contained
in a “system of records,” except pursuant to a writ-
ten request by or with the written consent of the
data subject, or pursuant to a specific exception.155

Agencies must log disclosures of records and, in
some cases, inform the subjects of such disclosures
when they occur. Under the Act, data subjects
must be able to access and copy their records, each
agency must establish a procedure for amendment
of records, and refusals by agencies to amend their
records are subject to judicial review. Agencies
must publish a notice of the existence, character,
and accessibility of their record systems.156 Finally,
individuals may seek legal redress if an agency
denies them access to their records.

Markle Task Force researcher Sean Fogarty and
University of Virginia law professor Daniel Ortiz
write that the Privacy Act is less protective of pri-
vacy than may first appear, because of numerous
broad exceptions.157 Twelve of these are expressly
provided for in the Act itself. These include:

• An agency can disclose its records to officers
and employees within the agency itself, the
Bureau of the Census, the National Archives,
Congress, the Comptroller General, and con-
sumer reporting agencies.158

• Information contained in an agency’s records
can be disclosed for “civil or criminal law
enforcement activity if the activity is autho-
rized by law.”159

• Under the “routine use” exemption,160 federal
agencies are permitted to disclose personal
information so long as the nature and scope
of the routine use was previously published in
the Federal Register and the disclosure of data
was “for a purpose which is compatible with
the purpose for which it was collected.”
According to the Office of Management and
Budget (“OMB”), “compatibility” covers uses
that are either (1) functionally equivalent or
(2) necessary and proper.161

In addition, the Privacy Act has been subject to
judicial interpretations which have created new
exceptions. For example, courts have found that
the following special entities do not constitute an
“agency”: a federally chartered production credit
association, an individual government employ-
ee,162 state and local government agencies,163 the
White House Office and those components
of the Executive Office of the President whose
sole function is to advise and assist the
President,164 grand juries,165and national banks.166

Moreover, the Privacy Act applies only to infor-
mation maintained in a “system of records.”167 The
Act defines “system of records” as a “group of any
records under the control of any agency from which
information is retrieved by the name of the in-
dividual or by some identifying number, symbol,
or other identifying particular assigned to the
individual.”168 As a result, the D.C. Circuit Court
held that “retrieval capability is not sufficient to
create a system of records. . . . ‘To be in a system of
records, a record must . . . in practice [be] retrieved
by an individual’s name or other personal
identifier.’”169 Fogarty and Ortiz have noted that
“[a] number of courts have held that private notes
written by government agents are not considered
a ‘system of records’ when kept in personal files
and are consequently exempt from the Act.”170

Sectoral Protections

In addition to the Privacy Act and the privacy
exceptions to the Freedom of Information Act,171

there are also many more focused privacy laws
applicable to specific sectors of the government
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or types of government activities. Many of these
apply to information, people, or settings left un-
protected by the Supreme Court’s interpretation
of the Fourth Amendment. For example, the
Right to Financial Privacy Act, enacted in response
to the Supreme Court’s decision in United States
v. Miller,172 restricts the government’s access to
bank records.173

Federal statutes prohibit the Department of
Health and Human Services from disclosing
Social Security records except as “otherwise
provided by Federal law” or regulation.174 Similarly,
federal law prohibits the Internal Revenue Service
from disclosing information on income tax
returns175 and the Census Bureau from disclosing
certain categories of census data.176

Some statutes protecting privacy in commercial
sectors also impose limits on government access to
personal information.177 For example, the Cable
Act of 1984 prohibits cable companies from
providing the government with personally
identifiable information about their customers,
unless the government presents a court order.178

Stewart Baker writes that such an order can “only
be obtained upon ‘clear and convincing evidence’
that the customer was suspected of engaging in a
crime and if the order afforded the customer an
opportunity to contest the government’s claim.”179

The USA PATRIOT Act amended this provision
to apply only to records about cable television serv-
ice and not other services—such as Internet or
telephone—that a cable operator might provide.180

The Video Privacy Protection Act prohibits video
rental companies from disclosing personally
identifiable information about their customers
unless the government presents a search war-
rant, court order, or grand jury subpoena.181 The
Family Education Rights and Privacy Act of
1974 contains a similar provision applicable to
educational records.182

Electronic Surveillance

Perhaps the most significant sectoral protections
for informational privacy apply to electronic
surveillance and other searches. Title III of the

Omnibus Crime Control and Safe Streets Act of
1968, sets forth statutory guidelines for obtaining
a warrant to conduct surveillance for domestic
law enforcement purposes.183 These requirements
go beyond the protections provided by the Fourth
Amendment. James Dempsey writes that the
additional protections include:

permitting the use of wiretaps only for
investigations of a short list of very seri-
ous crimes; requiring high-level Justice
Department approval before court
authorization can be sought; requiring law
enforcement agencies to exhaust other, less
intrusive techniques before turning to
eavesdropping; directing them to minimize
the interception of innocent conversations;
providing for periodic judicial oversight
of the progress of a wiretap; establishing
a statutory suppression rule; and requir-
ing detailed annual reports to be published
on the number and nature of wiretaps.184

The USA PATRIOT Act subsequently weakened
some of these protections. Even prior to that,
however, courts rarely refused the government a
wiretap order. Between 1968 and 2002, courts
approved a total of 29,250 wiretap orders (9,928
federal and 19,322 state). Those figures have
increased fairly steadily since 1980. Over the past
35 years, courts have only refused 32 wiretap
orders sought by the government.185

The Electronic Communications Privacy Act of
1986 (“ECPA”) applies to both government and
private-sector surveillance, and provides some—
albeit weaker—protection to help fill the gap left
by Supreme Court decisions holding that the
Fourth Amendment does not apply to
communications information disclosed to third
parties.186 The Act sets forth procedures that the
government must follow to engage in electronic
surveillance.187 In the case of basic identifying
information about calls, the government must
merely certify that the “information likely to be
obtained is relevant to an ongoing ‘criminal
investigation.’”188 The USA PATRIOT Act ex-
tended these provisions to “addressing and routing”
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information about Internet communications.189

To obtain more detailed information about
communications, such as where a particular cell
phone is located, the government must obtain
either a search warrant or a special court order—
known as a “section 2703(d) order.” To obtain
a section 2703(d) order, the government must
present “specific and articulable facts” that the
information sought is relevant to an ongoing
criminal investigation.190

To obtain access to e-mail stored by a service
provider (to which the Fourth Amendment does
not apply because the information is in the hands
of a third party), ECPA requires that the
government obtain a warrant if the e-mail has
been stored for 180 days or less.191 If the e-mail has
been stored for more than 180 days, the gov-
ernment need only present a subpoena,192 which
the FBI, the Internal Revenue Service, and grand
juries are empowered to issue themselves.193

Intelligence Gathering

While the above statutes apply when the gov-
ernment seeks information for law enforcement
purposes, the Foreign Intelligence Surveillance
Act of 1978 (“FISA”) governs surveillance and,
since being amended in 1994, physical searches
conducted within the United States for the
purpose of gathering foreign intelligence.194 As
amended by the USA PATRIOT Act, FISA
creates a special eleven-judge court—the Foreign
Intelligence Surveillance Court.

FISA regulates certain electronic surveillance and
physical searches in the U.S. against foreign powers
and agents of foreign powers, including U.S.
persons where a significant purpose of the sur-
veillance or search is to obtain foreign intelligence
information. An application approved by the
Attorney General is submitted to the Court for
authorization setting out the facts to support a
finding by the judge that there is probable cause
to believe that the proposed target is a foreign
power or an agent of a foreign power and des-
cribing the premises or property to be the subject
of the search or surveillance. Each application

includes “minimization procedures” as the term
is defined in the Act, setting out the procedures
to be employed to minimize the acquisition,
retention and dissemination of U.S. person
information. Surveillance and searches are author-
ized for periods of 90 days (to target a U.S. person
agent of a foreign power) up to a year (to target a
foreign government). In certain limited circum-
stances, the Attorney General may authorize
electronic surveillance or physical searches with-
out Court authorization when the means of
communication or premises are used exclusively
by certain foreign powers as defined in the Act
(e.g., a foreign government).

Between 1979 and 2002, FISA judges have
approved 15,247 FISA warrants—all but one
that the Attorney General has sought.195 Despite
(or perhaps as one contributor to) this high
approval rate, the requirements for obtaining a
warrant help to impose a discipline and care-
ful internal process for assembling and reviewing
FISA warrant applications.

Executive Order 12333, issued by President Ronald
Reagan in 1981, establishes the basic framework
under which U.S. intelligence activities are con-
ducted today.196 The Executive Order explicitly
recognizes that “[t]imely and accurate information
about the activities, capabilities, plans, and
intentions of foreign powers, organizations, and
persons and their agents, is essential to the secur-
ity of the United States,” but that intelligence
gathering activities must be carried out in a
“responsible manner that is consistent with the
Constitution and applicable law.”197 The Executive
Order restricts government surveillance of U.S.
persons outside of the United States, even for
foreign intelligence purposes, unless the persons
involved are agents of a foreign power or the
surveillance is necessary to acquire “significant
information that cannot reasonably be acquired
by other means.”198

The Executive Order is implemented within each
agency by procedures that require the approval
of the agency head and of the Attorney General.
DOD adopted its “Procedures Governing the
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Activities of DOD Intelligence Components that
Affect United States Persons” in December 1982
with the approval of Attorney General William
French Smith and Secretary of Defense Caspar W.
Weinberger.199 These procedures address in detail
the collection, retention, and dissemination of
information about U.S. persons, and provide
extensive guidance as to when and how DOD
officials may engage in collection techniques such
as electronic surveillance and nonconsensual
physical searches, but they provide little direct
guidance concerning data mining.

The Attorney General’s Guidelines on General
Crimes, Racketeering Enterprise and Terrorism
Enterprise Investigations (“General Crimes
Guidelines”), first adopted in 1976 by Attorney
General Edward Levi and most recently revised
by Attorney General John Ashcroft in May
2002, provide guidance to FBI officials concern-
ing surveillance and other searches, including
concerning the terms under which the FBI may
use publicly available sources of information.
According to the Guidelines, the FBI:

may draw on and retain pertinent in-
formation from any source permitted by
law, including information derived from
past or ongoing investigative activities;
other information collected or provided
by governmental entities, such as for-
eign intelligence information and lookout
list information; publicly available in-
formation, whether obtained directly or
through services or resources (whether
nonprofit or commercial) that compile or
analyze such information; and information
voluntarily provided by private entities.200

The Guidelines specifically authorize the FBI to
carry out “general topical research, including
conducting online searches and accessing online
sites and forums as part of such research on the
same terms and conditions as members of the
public generally,” but requires that such research
not include searches by “individuals’ names or
other individual identifiers.”201 The Guidelines
authorize “online search activity” and “access [to]

online sites and forums on the same terms and
conditions as members of the public generally,”
without any restriction as to subject-based searches,
“[f ]or the purpose of detecting or preventing
terrorism or other criminal activities.”202 Finally,
the Guidelines provide that “[f]or the purpose
of detecting or preventing terrorist activities,” the
FBI may “visit any place and attend any event that
is open to the public, on the same terms and
conditions as members of the public generally.”203

The General Crimes Guidelines are supplement-
ed by the Attorney General’s Guidelines for FBI
National Security Investigations and Foreign
Intelligence Collection that Attorney General John
Ashcroft revised in October 2003.204 These more
recent Guidelines, large portions of which are
classified, focus on guiding the activities of the FBI
in “preventing, preempting, and disrupting terror-
ist threats to the United States.”205 The Guidelines
authorize widespread sharing of information
necessary to achieve this purpose. The sections
concerning how this information may be col-
lected are classified, but given the subject of
these Guidelines, it is reasonable to assume that
they are no more restrictive than the General
Crimes Guidelines.

The number and variety of statutes applicable
to government collection and use of personal
information highlight the special sensitivity in
the United States of government use of personal
information, but also suggest the complexity of
laws in this area. Moreover, in every case the
protection for informational privacy is subject
to significant exemptions to accommodate other
public interests.206

Government Privacy Policies

The most recently adopted privacy protection in
the public sector, reflecting an earlier develop-
ment in the private sector, is the reliance on privacy
policies posted on government websites. Beginning
in the mid-1990s, the FTC and states attorneys
general had encouraged U.S. operators of com-
mercial websites to adopt and publish online
privacy policies. Adoption of such policies was
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voluntary, compliance with them was not. The
Commission interprets section five of the Fede-
ral Trade Commission Act, which empowers
the FTC to prosecute “unfair and deceptive”
trade practices, to include violations of posted
privacy policies.207

According to the FTC, a privacy policy provides
an adequate substantive level of privacy protec-
tion only if it contained five elements:

• Notice—data collectors must disclose their
information practices before collecting personal
information from consumers;

• Choice—consumers must be given a choice as
to whether and how personal information
collected from them may be used;

• Access—consumers should be able to view and
contest the accuracy and completeness of data
collected about them;

• Security—data collectors must take reasonable
steps to assure that information collected from
consumers is accurate and secure from un-
authorized use; and

• Enforcement—there must be a reliable
mechanism in place to impose sanctions for
noncompliance with these fair information
practices.208

The campaign proved successful, with the per-
centage of commercial websites that posted some
form of privacy disclosure rising from 14 percent
in 1988 to 88 percent in 2000. Of the “most
popular” commercial websites surveyed by the
FTC, the numbers went from 73 percent hav-
ing a privacy disclosure in 1998 to 100 percent
in 2000.209

In June 1999, OMB Director Jack Lew issued a
memorandum to federal agencies instructing
them to post privacy policies providing users
with basic information about the nature of
personally identifiable information collected on
the website and the uses to which that infor-
mation might be put. 210 A year later, the General

Accounting Office reported that 85 percent of
federal government agency websites posted a
privacy policy.211 By comparison, a 2000 Brown
University study of 1,700 state and local govern-
ment websites found that only 7 percent posted
a privacy policy.212

In 2002, Congress enacted the E-government Act
of 2002 requiring that federal government agen-
cies post privacy policies on their websites.213

Those policies must disclose:

• what information is to be collected;

• why the information is being collected;

• the intended use of the agency of the
information;

• with whom the information will be shared;

• what notice or opportunities for consent would
be provided to individuals regarding what infor-
mation is collected and how that information
is shared;

• how the information will be secured; and

• the rights of the individual under section 552a
of title 5, United States Code (commonly
referred to as the “Privacy Act”), and other laws
relevant to the protection of the privacy of
an individual.214

The Act also requires that agencies conduct and,
where feasible, publicize privacy impact assess-
ments before developing or procuring new
information technologies or instituting new
information collections programs.215 In Septem-
ber 2003, OMB released a memo to heads of
executive departments and agencies providing
guidance on application of the new law.216

Information technologies used for national secur-
ity are exempt from the privacy impact assess-
ment requirement.217 Because of this exemption,
while it remains to be seen what impact this law
will have, it is unlikely to play much of a role
with regard to data mining for national security
and anti-terrorist purposes.218
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NON-U.S. PRIVACY PROTECTIONS
AND PRINCIPLES

While the concept of a legal right to privacy first
evolved in the United States, and this country is
home to some of the strongest protections against
government invasions of privacy, many other
nations have developed privacy laws. Unlike the
U.S. legal system, many of these other nations’
laws apply across all sectors and create equal or
greater protection for privacy against intrusions
by the private sector as by the government, al-
though they often exclude—or apply less protec-
tion to—information collection and use relating
to national security and foreign intelligence. The
first national omnibus privacy law was adopted
in Sweden in 1973.219 The European Union
adopted a broad data protection directive in
1995220 and today all European nations have
omnibus laws.

The Wall Street Journal reports that these laws are
so restrictive that they prohibit a business from
making its corporate telephone directory accessi-
ble from non-European countries, if it contains
office telephone numbers of individual employ-
ees.221 As this example suggests, the protection for
informational privacy is both much greater in
Europe than in the United States and also conflicts
with other values, such as the First Amendment’s
protection of expression.

There are significant differences among other
nations’ privacy laws, but they all typically em-
body a set of “Fair Information Practice” principles.
These principles are based on the 1980 Guidelines
on the Protection of Privacy and Transborder Flows
of Personal Data (“OECD Guidelines”) issued by
the Committee of Ministers of the Organization
for Economic Cooperation and Development
(“OECD”).222 The OECD Guidelines, which are
based on a 1973 report by a U.S. Department
of Health, Education, and Welfare advisory
committee,223 identify eight principles. While
broad and sometimes vague, those principles serve

as the basis for many privacy laws, including the
U.S. Privacy Act of 1974:

• Collection limitation principle—data should be
obtained lawfully and fairly;

• Data quality principle—data should be rele-
vant to their purposes, accurate, complete and
up-to-date;

• Purpose specification principle—the identifi-
cation of the purposes for which data will be
used and destruction of the data if no longer
necessary to serve that purpose;

• Use limitation principle—use for purposes
other than those specified is authorized only
with consent of the data subject or by author-
ity of law;

• Security safeguards principle—procedures to
guard against loss, corruption, destruction or
misuse of data should be established;

• Openness principle—it should be possible to
acquire information about the collection, stor-
age and use of personal data systems;

• Individual participation principle—the data
subject normally has a right of access and to
challenge data relating to her; and

• Accountability principle—a data controller
should be designed and accountable for
complying with the measures to give effect
to the principles.224

The European Union’s data protection directive
and many more recent privacy laws reflect three
additional principles:

• Special protection for sensitive data principle—
there should be greater restrictions on data
collection and processing that involves “sensi-
tive data.” U.S. law tends to regard data about
children,225 finances,226 and health227 as sensi-
tive. Under the EU data protection directive,
information is sensitive if it involves “racial
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or ethnic origin, political opinions, religious
beliefs, philosophical or ethical persuasion . . .
[or] health or sexual life.”228

• Data transfers principle—this principle explicitly
restricts authorized users of personal informa-
tion from transferring that information to
third parties without the permission of the
data subject.229

• Independent oversight principle—entities that
process personal data should not only be
accountable, but should also be subject to
independent oversight. In the case of the
government, this requires oversight by an
office or department that is separate and
independent from the unit engaged in the data
processing. Under the data protection directive,
the independent overseer must have the
authority to audit data processing systems,
investigate complaints brought by individuals,
and enforce sanctions for noncompliance.230

These principles admit of wide interpretation, but
they are emerging as an aspirational multinational
norm for privacy protection.

SUMMARY

The Supreme Court has interpreted the Fourth
Amendment, as well as other constitutional pro-
visions, to provide varying degrees of protection
to informational privacy when the government
engages in surveillance or searches or seizes
personally identifiable information. This protec-
tion has been substantially weakened by Supreme
Court interpretations excluding information that
has been disclosed to a third party, and by the
Court’s decision in Whalen v. Roe to apply
only intermediate scrutiny to general disclosure
requirements.

Constitutional protection has been bolstered by a
variety of common law interpretations, statutes,
regulations, and other legal protections. Congress
has played a particularly important role by enact-
ing laws to protect privacy. Because of its many
sources and the ways in which it has evolved in
response to specific issues, the protection is un-
even, inconsistent, and in some places incomplete.

Even where it is at its strongest, the legal protec-
tion for informational privacy is not absolute. It is
always in tension with other values and goals. This
is certainly true in the war on terrorism. TAPAC’s
goal is to minimize that tension in the context of
government data mining by identifying the risks
to informational privacy that data mining presents
and recommending measures to guard against
those risks, so that this valuable tool can be used
to protect national security without compromis-
ing informational privacy.

Even where it is at its strongest, the legal protection

for informational privacy is not absolute.

It is always in tension with other values and goals.
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PRIVACY RISKS PRESENTED BY GOVERNMENT DATA MINING

DIGITAL INFORMATION AND THE
PRIVACY DEBATE

Government data mining concerning U.S. persons
presents risks to informational privacy which are
not adequately addressed by existing law. Those
risks are plainly influenced by a larger on-going
debate about the privacy of personal information
generally. This reflects not only the government’s
expanding use of personal information in the
aftermath of the September 2001 terrorist attacks,
but also concerns that predate those attacks. For
example, the debate reflects the proliferation of
digital technologies and networks, such as the
World Wide Web, that make personal informa-
tion easy and inexpensive to collect, store, share,
and use. It is also prompted by the growing role
of information technologies in daily life—GPS
technology, smart passes, caller id, cell phones,
miniature cameras, and computer chips in cars
and appliances.

According to the New York Times, the types of
information that businesses and other private
sector entities routinely collect about individ-
uals include:

• Your health history; your credit history; your
marital history; your educational history; your
employment history.

• The times and telephone numbers of every
call you make and receive.

• The magazines you subscribe to and the
books you borrow from the library.

• Your travel history. . . .

• The trail of your cash withdrawals.

• All your purchases by credit card or check. In
the not-so-distant future, when electronic cash
becomes the rule, even the purchases you still
make by bills and coins could be logged.

• What you eat. No sooner had supermarket
scanners gone on line . . . than data began to
be tracked for marketing purposes. . . .

• Your electronic mail and your telephone
messages. . . .

• Where you go, what you see on the World
Wide Web.231

This information may serve valuable private-sector
purposes, such as delivering customized service or
rewarding frequent travelers or shoppers. More-
over, for legal and proprietary reasons, not all
of this information is readily available to anyone
who asks, but much of it can be easily purchased.
Data about individuals from public records (e.g.,
property tax records, court documents, hunting
and fishing licenses, business and professional
licenses), credit reports, warranty and sweepstake
entry cards, frequent traveler and shopper pro-
grams, magazine subscriptions, Internet “cookies”
and other browsing records, and many other
sources are widely available. Thanks to powerful
information technologies, these data may be
inexpensively stored and linked together or with
other demographic or proprietary data to build
sophisticated portraits of individual behavior.
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Businesses, charities, and political parties use
databases of personal information everyday for
marketing, product and service customization,
and fund-raising.

As a result of these and other factors, public and
political sensitivity to privacy issues in some quar-
ters is greatly heightened. The consistent results
of dozens of surveys over the past decade indicate
that most people are worried about privacy, believe
they have lost some control of information about
themselves, and favor legal steps to protect
privacy.232 This does not mean that they value
privacy above all else. In fact, according to Alan
Westin, the majority of people are “privacy
pragmatists,” who recognize the valuable uses of
personal information and are willing to permit
information about them to be used if they per-
ceive a clear benefit and if the subsequent use is
subject to their control or clear legal safeguards.233

This pragmatic sensitivity demonstrates that many
people regard privacy as of crucial importance in
a free society, but as only one value that must
be balanced with others. We share this view.
Informational privacy is critical to participation
in democracy and in society. On this point we
disagree with the views to the contrary expressed
by our colleague William T. Coleman, Jr.234 But we
do not suggest that privacy is the only important
interest. There are other interests that must be
taken into account: the ability of the government
to combat the risks of terrorism with which our
nation is faced is one. The First Amendment-rooted

interest in public access to information is another.
But the reality of these other interests does not
diminish the importance of privacy in a demo-
cratic society.

As we discuss in the following sections, awareness
that the government may, without individual con-
sent or judicial authorization, obtain access to
myriad, distributed stores of information about
an individual may have a chilling effect on com-
mercial, social, and political activity. Informa-
tional privacy is, therefore, linked to other civil
liberties, including freedom of expression, asso-
ciation, and religion.

Data mining is not inherently bad. It has been used
for decades for many positive purposes. Data min-
ing by the government of personally identifiable
information concerning U.S. persons, however,
often does pose privacy risks. The nature and extent
of those risks varies widely and will turn on many
factors, including the ways in which those systems
are used, the data to which they are applied, and the
sanctions that flow from that use. Moreover, even
if data mining intrudes to some degree on privacy,
it may be less intrusive than other government
activities to protect public safety and national
security, such as physical searches of luggage,
vehicles, and people.

Nevertheless, it is possible to generalize mean-
ingfully as to the types of risks that may be posed
by data mining technologies when applied to
U.S. person data. It is important to do so in order

Informational privacy is critical to participation in democracy and in society.

Informational privacy is . . . linked to other civil liberties,

including freedom of expression, association, and religion.
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to craft technological and other safeguards that
can protect against those risks so that the govern-
ment can engage in appropriate data mining to
fight terrorism without compromising the privacy
interests of U.S. persons.

We believe the privacy risks that government data
mining projects may pose can be divided into
six broad categories: (1) chilling effect and other
surveillance risks; (2) data aggregation; (3) data
inaccuracy; (4) data misuse; (5) false positives; and
(6) risks associated with data processing.

CHILLING EFFECT AND OTHER
SURVEILLANCE RISKS

The greatest risk of government data mining is
that access to individually identifiable data chills
individual behavior. As the original TIA motto
“Scientia Est Potentia” provided: Knowledge Is
Power. This conclusion is true not only as to actual
knowledge, but also concerning potential knowl-
edge. Potential knowledge can equal present power.
This helps explain the constitutional hostility to
general searches—to government surveillance
without individualized suspicion—by the gov-
ernment. Awareness that the government may,
without probable cause or other specific
authorization, obtain access to myriad, distributed
stores of information about an individual may
alter his or her behavior. People are likely to
act differently if they know their conduct could
be observed.

It is this principle that was at the heart of Jeremy
Bentham’s concept of the Panopticon—a model
prison consisting of a central tower surrounded
by a ring of prison cells. One-way windows would
allow a person in the tower to see into the prison

cells, but prevent the prisoners from seeing into
the tower. Bentham posited that a single inspec-
tor in the tower could control the behavior of all
of the prisoners through “the illusion of constant
surveillance.”235 According to philosopher and
historian Michel Foucault, “modern society in-
creasingly functions like a super Panopticon,” in
which government constrains individual behavior
by the threat of surveillance.236

This is not always a bad outcome. For example,
surveillance cameras in stores can deter shoplift-
ing. But surveillance can also impede innocuous,
everyday activities. Few Americans would want
cameras in their bathrooms or bedrooms or tape
recorders in their offices or attached to their
phones. Knowledge that the government is ob-
serving data we generate through thousands of
ordinary activities can alter the way we live our
lives and interact with others. Knowledge of that
power can cause people to change their behavior
to be more consistent with a perceived social norm,
to mask their behavior, and/or to reduce their
activities or participation in society to avoid the
surveillance. Vice President Hubert Humphrey
observed almost 40 years ago: “we act differently
if we believe we are being observed. If we can
never be sure whether or not we are being
watched and listened to, all our actions will be
altered and our very character will change.”237

The risk is not only that commercial and social
activities are chilled, but that protected rights of
expression, protest, association, and political par-
ticipation are affected as well. In the context of
government data monitoring in a democracy, we
are especially sensitive to the risk of the govern-
ment surveillance changing the legal behavior of
U.S. persons, encouraging conformance with a

The greatest risk of government data mining is that access to

individually identifiable data chills individual behavior.
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perceived norm, discouraging political dissent, or
otherwise altering participation in political life.238

Professor and former Deputy Attorney General
Philip Heymann has written: “No matter how
honest the government was in restricting its uses
of the data, many citizens would become more
cautious in their activities, including being less
outspoken in their dissent to government policies.
For two hundred years Americans have proudly
distrusted their government.”239 The risk, there-
fore, of the power to access data from disparate
sources is not merely to informational privacy,
but to civil liberties including freedom of ex-
pression, association, and religion.

To diminish these risks, it is critical that govern-
ment data mining activities be as transparent as
possible and subject to both clearly defined limits
and effective oversight.

DATA AGGREGATION RISKS

The risk of chilling individuals’ behavior is es-
pecially great when the government is aggregating
data from across our lives. As noted, advances in
information technologies and networks have
resulted in individuals generating hundreds of
transactional records everyday as we make
purchases, browse the Internet, travel, commute,
make phone calls, send e-mail, go to school,
punch time clocks, use electronic keys, watch
television, or engage in thousands of other ordi-
nary activities. Added to these transactional records
are many other records about our behavior,
whether consciously constructed (such as
employment records) or the product of surveil-
lance cameras in public places and the work-
place, audio monitoring at point of sale in retail
stores and restaurants, or telephone conversa-
tions with merchants recorded for training or
security purposes.

The same technologies that make it easy and
inexpensive to generate these records, also make
it possible and practical to store, share, and com-
bine them. Commercial data aggregators do this
every day. Their activities and the impact of those

activities on informational privacy are beyond the
scope of TAPAC’s charge, but their existence
demonstrates that the aggregation of disparate
information about specific individuals is already
a reality. They also provide a convenient one-
stop source for the government to obtain some,
although certainly not all, of the records we gene-
rate every day.

Advanced data mining tools pose additional risks
to informational privacy by giving the govern-
ment the capacity to make simultaneous inquiries
of separate databases irrespective of where those
databases are located. This raises the possibility that
individuals will be profiled and given advantages
or denied rights or benefits based on aggregated
information that may be outdated, inaccurate,
misattributed, or simply inappropriate in a
democratic society for the government to access.
For example, commercial online retailers today
often recommend purchases to a browser based
on the aggregated interests of recent users of the
browser’s computer. As anyone who shares their
home computer with children knows, this often
results in unusual recommendations when the
parent finally gets his or her time online. In the case
of recommendations for retail purchases this
imprecision is usually merely an inconvenience
(or a source of humor or parental concern about
what the children are doing online). If the
government, however, uses this information to
deny boarding of an aircraft or to determine
whom to subject to FBI surveillance, the conse-
quences are much more significant.

The practical issues surrounding data aggrega-
tion are addressed in the following section. Here
we highlight the substantive risks even accurate
data mining presents to individual privacy and
civil rights. Data aggregation creates the risk that
the resulting profile provides the government with
substitutes for information it is otherwise not
allowed to access or act upon. Similarly, the ability
to aggregate records held by third parties may
provide the government with precisely the same
information it previously would have been re-
quired to obtain a warrant to access. In this way,
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aggregated data may allow for existing privacy
laws to be circumvented inadvertently or may
make those laws less relevant.

Data mining can also diminish informational
privacy by eliminating the practical obscurity
that currently results from data being difficult to
locate and access. This is not undesirable in every
instance, but knowledge that the government can
collect the data trails that we unknowingly leave
behind us every day is as, or more, likely to chill
individual behavior as direct, real-time government
surveillance. As a result, such data mining should
be subject to authorization and other procedural
requirements and to oversight appropriate to this
form of government surveillance.

DATA INACCURACY RISKS

Many of the risks associated with the govern-
ment accessing data about the transactions and
experiences of U.S. persons concern the inevit-
ability that some of those data will be inaccurate.
Inaccuracy typically occurs in three ways: the data
may have been wrong when collected, the data
may have been associated or linked to the wrong
person, or the government when acting on the
data may target the wrong person. All three types
of risks are important to guard against.

Data Errors

Some government data mining programs coun-
tenance accessing data from private industry or
public records not maintained for national secur-
ity or law enforcement purposes. The accuracy of
these records raises important practical concerns
about the value of national security analyses
performed on potentially bad data, as well as pri-
vacy issues. Many records contain errors, especially
records maintained for uses where accuracy is not
a paramount concern or the subject of significant
resources. Transposed letters or numbers, trans-
posed first and last names, missing address
components (e.g., apartment number), and other
errors can cause significant errors in records.
As noted in Computerworld magazine in 2003:
“A single piece of dirty data might seem like a

trivial problem, but if you multiply that ‘trivial’
problem by thousands or millions of pieces of
erroneous, duplicated or inconsistent data, it
becomes a prescription for chaos.”240

Data Integration

Integrating and analyzing a large volume of data
such as credit card transactions or airline ticket
bookings raise many practical issues, even before
considering the potential privacy threat. One of
the most significant of these issues concerns
the significant difficulties of integrating data
accurately. Business and government have long
struggled with how to ensure that information
about one person is correctly attributed to that
individual and only to that individual. Many
factors contribute to the difficulty of integrating
data accurately:

• Names may be recorded in a variety of differ-
ent ways in different records (e.g., J. Smith,
J.Q. Smith, John Q. Smith).

• Individuals change their names; this is especial-
ly likely for women. There are approximately
2.3 million marriages and 1.1 million divorces
every year in the United States, often resulting
in changed last names (and also changed
addresses).241

• Many people share names. There are tens of
thousands of John Smiths in the United States
alone. This is true even of less common names.
The information about each of those John
Smiths must be kept separate.

• Many individuals have more than one address
(e.g., home, office, vacation home, post office
box), and are likely to change addresses. As of
1998 there were 6 million vacation or second
homes in the United States, many of which
were used as temporary or second addresses.
And, according to the U.S. Postal Service,
approximately 17 percent of the U.S. popu-
lation—about 43 million Americans—changes
addresses every year.242 2.6 million businesses
file change-of-address forms every year.
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• Inclusion of Social Security Numbers (“SSNs”)
improves the likelihood of a correct match to
the accountholder, but is no guarantee. Even
when accounts include SSNs, identification
may be difficult because accounts for the same
household may reflect different primary SSNs
(e.g., husband, wife, minor beneficiary) and
because of the presence of transcription errors
in recording strings of numbers. Most records
do not include SSNs.

• Different companies, or different divisions
within the same company, may record or rely
on different pieces of information. For exam-
ple, a retailer may organize its store records
by customer name; its catalog sales unit may
use residential telephone number; and its
e-commerce division may rely on e-mail address.

• Institutions maintain records in a wide variety
of formats and on many different technologi-
cal platforms.

According to the General Accounting Office, the
government already suffers significant financial
losses from its inability to integrate its own data
accurately.243 Integrating 12 different watch lists
maintained by nine federal agencies has proved
extremely difficult.244 The task of integrating data
accurately is especially difficult in the counter-
terrorism arena, which often involves matching data
from disparate systems over which the intelligence
community has no control, from intercepts and
other sources where little or no identifying infor-
mation is provided, and in ways that prevent
seeking or verifying additional identifying infor-
mation. Any data mining program or computer
matching program that requires integrating data
from disparate sources poses the risk of targeting
one individual because of actions committed
by another.

Individual Identification

Another persistent problem is how to verify the
identity of people. Fraudulent drivers licenses have
proved easy to obtain from state motor vehicles
bureaus and fake drivers licenses are widely and
inexpensively available. The September 11 hijackers

had such documents, and little appears to have
changed in the intervening two years. Moreover,
photographs on drivers licenses and passports,
which are issued for terms of between four and
ten years, often provide poor verification of iden-
tity. Biometric identifiers are not widely used
today, and pose significant issues about their
cost, reliability, and impact on privacy. The use
of transactional information (e.g., what was the
amount of your most recent deposit?) also raises
significant privacy and practical issues, especially
in the hands of the government. Most Americans
do not want the government verifying identity
by asking questions about their recent bank-
ing transactions.

The risk of an individual being targeted for some
consequence because the government has confus-
ed him or her with another person is significant.
The problems associated with misidentifying
people on the current “do not fly” lists are well
documented. Consider this report from USA Today:

On all eight flights Greg Yasinitsky booked
last year, airline agents stopped him when
he tried to get a boarding pass. Each time,
the Pullman, Wash., music professor had
to endure intensive luggage searches and
pat-downs before being cleared to board.
The reason: His name was “similar to
somebody’s name” on the government’s
terror watch list. Agents “would get a
horrified look on their face,” he says.

Yasinitsky, 49, is one of scores of travelers
who say they’ve done nothing wrong, but
who face repeated harassment at airports
because computers flag them as being on a
terror watch list. Larry Musarra, a retired
Coast Guard commander from Juneau,
Alaska, two sons and an uncle have been
delayed from boarding 21 flights combined
in the past year. A retired English teacher
has also encountered delays, as have two
San Francisco peace activists and various
fliers named David Nelson.245

Even in a system designed for security purposes,
problems of misidentification are not uncommon.
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For example, during a 2002–2003 investigation,
the General Accounting Office found that U.S.
border guards failed 100 percent of the time to
spot counterfeit identity documents that GAO
agents were using to enter the country illegally.246

Similar results were found when GAO agents
tried to gain unauthorized access to federal
buildings, airports, and military bases prior to
the September 11 attacks.247 This heightens pub-
lic concerns about the risk of misidentification
U.S. persons might face under some elements
of government data mining programs, depending
upon the use made of them by counter-intelligence
and law enforcement officials.

The problems of data inaccuracy are only inten-
sified by government actions such as that of the
Justice Department in March 2003, exempting
the FBI’s National Crime Information Center
from the Privacy Act’s requirements that data be
“accurate, relevant, timely and complete,”248 or that
of DHS in August 2003, exempting the TSA’s
passenger screening database from the Privacy
Act’s requirements that government records in-
clude only “relevant and necessary” personal
information.249 Inaccuracies may be unavoidable,
but the risks they pose for privacy are not in-
surmountable. Rather than avoiding accuracy
obligations, a better approach—for both privacy
and national security purposes—is to seek to re-
duce accuracy risks through careful consideration
of the types and sources of data to be used, the
use of sophisticated data matching algorithms,
protocols for testing and monitoring the accuracy
of data and matches, and systems for correcting
or discarding bad data.

FALSE POSITIVES

Another significant risk of any data-based system
concerns false positives (e.g., people identified as
possible terrorists who are not) not because of
bad information or misidentification, but because
of the inability of the system to distinguish be-
tween innocent and suspicious behavior or through
reliance on incomplete data. According to Paul
Rosenzweig, Senior Legal Research Fellow at The
Heritage Foundation, “[t]he only certainty is that

there will be false positives.”250 False positives
impose many costs: in economic terms, to in-
formational privacy, to national security (which is
undermined when scarce resources are spent in-
vestigating non-threats), and in public annoyance
and undercutting public support for counter-
terrorism efforts. Given the inevitability of false
positives, government data mining efforts must
evaluate the number and percentage of false
positives that any system generates and the con-
sequences of a false positive result. Those efforts
must also provide some system, consonant with
the purpose of the data mining, for detecting and
correcting or otherwise responding to false posi-
tives. False negatives (e.g., people not identified as
possible terrorists who are) can also pose signifi-
cant risks, although these are not concerned with
informational privacy.

MISSION CREEP

Another privacy risk posed by government access
to U.S. person data is caused by the fact that
data collected for one purpose are being used for
another. For example, an airline passenger requests
a special meal for the purpose of ensuring that he
or she has something appropriate to eat when in
the air. The government, however, may wish to
access that information to determine the religious
affiliation of the traveler. Data disclosed voluntarily
for one purpose are now being used for another
wholly different purpose. This threat is especially
acute if the subsequent use compromises civil
rights, for example, targeting an individual solely
on the basis of religion or expression, or using
information in a way that would violate the con-
stitutional guarantee against self-incrimination.

Even data accessed or used under an explicit
guarantee that they are intended only for one
purpose are likely to be used for others later. This
is a particularly acute risk when the use of per-
sonal data about U.S. persons is justified by an
extraordinary need such as protecting against
terrorist threats. Once the systems to access and
use personal data are in place, there is an
understandable interest in using those systems
for other worthwhile purposes (e.g., preventing



40 SAFEGUARDING PRIVACY IN THE FIGHT AGAINST TERRORISM

and prosecuting violent crimes). The consistent
experience with data protection suggests that,
over time, there is always pressure to use data
collected for one purpose for other purposes. The
expansive uses to which Social Security Numbers
have been put are a practical example.

The danger is not only to privacy expectations,
but also to ensuring the appropriateness of the
data and the manner in which they are main-
tained. For example, if a consumer does not have
a discount card when shopping at a given store,
the cashier may supply one of his or her own so
that the customer gets the discounted price. If
the government, however, accesses the record of
purchases made with a given discount card, the
information will not be accurate for the purpose
of determining who made the purchase. Similarly,
businesses are understandably reluctant to invest
significant resources in ensuring the accuracy and
protecting the integrity of information that is
not particularly sensitive and does not involve a
high level of economic value. government data
mining, however, may read great significance into
that same information, without regard for the
fact that little effort was expended to ensure that
it was accurate when collected and unchanged
while stored.

Reuse of data may be appropriate and efficient
when the subsequent uses are sufficiently impor-
tant or consistent with the initial use to warrant
the extension. However, it is important that there
be an appropriate process for determining accep-
table subsequent uses, an explicit evaluation of
the usefulness of the data for new uses, and politi-
cal and legal oversight.

DATA PROCESSING RISKS

Disclosure

Whenever data are accessed or stored the risk of
disclosure always increases. The disclosure may be
by an authorized user who determines there is
some public value in disclosure, by an author-
ized user who simply fails to protect the data’s
confidentiality, by an authorized user who engages

in unauthorized access (discussed above), or
through a security breach (discussed below).

Data Misuse

There is also the risk of data misuse. Even the best
of information systems suffer some degree of
data misuse by people with authorized access.
Sometimes the misuse is targeted, such as the use
of tax records as a source of information on
political opponents. Sometimes the misuse is
more akin to curiosity, as in the case of thou-
sands of Internal Revenue Service agents dis-
ciplined for browsing through the records of
famous taxpayers.251

The disclosure and data misuse risks presented by
government data mining can be reduced through
training, technological tools that limit access to
data and maintain an immutable audit trail of
who has accessed data, and effective oversight.

Data Transfer

The risks associated with data are always increased
when the data are transferred. Information, unlike
physical objects, is almost always transferred by
being duplicated. A single transfer of data doubles
the risks of accidental disclosure, misuse, or al-
teration. Moreover, when data are transferred, it is
virtually impossible for the original custodian to
retain meaningful control. In addition, data transfer
greatly diminishes the ability to correct erroneous
data. This issue has received considerable attention
in the context of credit reporting, where consumers
object to credit bureaus about inaccurate data
supplied by businesses with whom the consumers
interact. The bureaus cannot independently verify
the accuracy of the data, because the data relate to
transactions between the consumer and a third-
party business. Moreover, if the bureau does cor-
rect the data, but the reporting third-party does
not, the latter is likely to report the inaccurate data
in the following month’s reporting cycle.

This is a serious issue that data mining programs
pose, whether or not they involve the government
retaining the data. If a business reports inaccurate
data into a government data mining system, the
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government is ill-placed to know of the data’s
inaccuracy. However, even if the government
discovered the inaccuracy and chose not to rely
on the faulty data, if the business does not correct
its records, the system would collect the same
inaccurate data if it accesses the business’ records
again in the future. U.S. persons are understand-
ably concerned about being trapped in a cycle of
bad data, for which no one takes responsibility,
and which are difficult to correct.

The data transfer risks presented by government
data mining can be reduced through many of
the same tools applicable to other data processing
risks, as well as by designing systems to leave data
in place whenever possible.

Data Retention

If data are retained by industry for government’s
use or by government itself, this raises concerns
about the inability to move beyond one’s own
past or to overcome the effects of erroneous data.
Many U.S. laws impose a limit on how long
certain types of data may be retained or used. For
example, the Fair Credit Reporting Act prohibits
the dissemination of certain types of obsolete
information, such as bankruptcy adjudications
more than ten years prior to the report, suits and
judgments older than seven years, paid tax liens
older than seven years, and any other adverse
information older than seven years.252 State
expungement laws allow for certain criminal
offenses to be removed from one’s record.

The Supreme Court highlighted the risks asso-
ciated with not only retention, but also transfer
and aggregation of personal data, in United States
Department of Justice v. Reporters Committee for
Freedom of the Press, a 1989 case involving FBI rap
sheets. Because the rap sheets included only arrest
and conviction information that had previously
been made public by local law enforcement
agencies, the Reporters Committee for Freedom
of the Press argued that the rap sheets did not
implicate any privacy interest. The Court wrote:
“We reject respondents’ cramped notion of per-
sonal privacy. . . . In an organized society, there

are few facts that are not at one time or
another divulged to another.”253

The Court noted that just because information
had been made public in disparate places for
other purposes, did not mean that no privacy
interest applied to it. “Plainly there is a vast
difference between the public records that might
be found after a diligent search of courthouse files,
county archives, and local police stations
throughout the country and a computerized
summary located in a single clearinghouse of
information.”254 The Court cited to a “web of
federal statutory and regulatory provisions” that
restricted disclosure of personal information.
“[O]ur cases have also recognized the privacy
interest inherent in the nondisclosure of certain
information even where the information may
have been at one time public.”255

The Court then cited to its 1977 opinion in
Whalen v. Roe:

“We are not unaware of the threat to
privacy implicit in the accumulation of
vast amounts of personal information
in computerized data banks or other
massive government files. The collection
of taxes, the distribution of welfare and
social security benefits, the supervision
of public health, the direction of our
Armed Forces, and the enforcement of
the criminal laws all require the order-
ly preservation of great quantities of
information, much of which is personal
in character and potentially embarras-
sing or harmful if disclosed.”256

The passage of time can heighten the privacy
interest in information, especially when that
information has been aggregated from diverse
sources.

The risks associated with data retention can be
diminished by clearly specifying the purposes of
data mining, carefully evaluating the fitness and
relevance of data for the intended purpose, leav-
ing the data in place whenever possible, and
implementing systems for updating or discarding
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outdated information. As with most mechanisms
designed to protect informational privacy, these
will also improve the accuracy and efficiency of
the data mining as well.

Security

government access to or use of personal data
always poses security risks that the data will be
intercepted or misappropriated, whether by the
unauthorized acts of employees or contractors
or third-party “hacking.” Hundreds of reported
incidents of business and government websites
and databases being compromised give a real
sense of urgency to this concern. Moreover, it is
further exacerbated by the fact that many of the
types of personal data that might be most useful
for anti-terrorist data mining programs to access
are also most useful for identity theft, one of
the nation’s fastest-growing crimes. Financial
records, credit card receipts, airline and rental
car transactions, and the like contain precisely
the type of information necessary to imperson-
ate another.

Security is enhanced by strong technological
protections (such as encryption, firewalls, pass-
words, and audit trails), but it is also a product
of training, personnel screening, oversight, and
enforcement as well.

SUMMARY

government data mining can pose a variety of
risks to informational privacy. Even technologies
presenting no direct threat to privacy may indi-
rectly create privacy risks by making personally
identifiable information more readily accessible
or understandable to the government. This does
not mean that the government should not employ

data mining tools, nor does it diminish the
threat presented by terrorism. Rather, TAPAC
believes that the privacy risks presented by
government data mining should lead the
government to explicitly take those risks into
account when determining whether and how to
use data mining tools, use those tools only in
ways that contribute meaningfully to the fight
against terrorism, and enact appropriate legal,
technological, and managerial safeguards to
minimize those risks and protect against misuse.

This is especially important because the privacy
risks associated with government data mining are
only likely to increase as information technologies
develop. Microsoft Chief Trustworthy Computing
Strategist Scott Charney testified before TAPAC
that technological innovation is leading to less
expensive storage capacity for digital data, cheaper
and more advanced tracking technologies, steady
advances in computer processing power, and
increased standardization in data formats. Taken
together, these developments mean that more
personally identifiable data will be created and
stored, they will be easier to access, and it will
be increasingly possible to aggregate and match
them quickly, reliably, and affordably.

Data mining is only in its infancy, and as it ex-
pands, so too will the issues it presents for
informational privacy. As Representative Jerrold
Nadler (D-N.Y.) testified before TAPAC, “[t]he
question isn’t whether technology will be devel-
oped, but rather whether it will be used wisely.”257

That is the goal of this report and of the
recommendations that follow: to ensure that
government data mining is used wisely in the
fight against terrorism.
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CONCLUSIONS AND RECOMMENDATIONS

Based on the forgoing analysis, TAPAC makes
three sets of conclusions and recommendations:

1 conclusions concerning TIA and answers to
Secretary Rumsfeld’s questions to the committee;

2 recommendations concerning data mining
within DOD; and

3 recommendations concerning government
data mining more broadly.

Our recommendations are rooted in existing law
and guided by the principles articulated by the
Supreme Court and Congress, but our recom-
mendations also reach beyond the requirements
of existing judicial interpretations, laws, and
regulations. Serious privacy concerns may well
be implicated in circumstances not yet fully
recognized by the law.

In fact, legitimate privacy concerns may exist
which DOD should take account of but which
may never be recognized as legally cognizable
rights. TAPAC’s charge was to take account of
“U.S. law and American values relating to
privacy,”258 and the following conclusions and
recommendations seek to do so.

TIA AND THE SECRETARY’S
QUESTIONS TO TAPAC

TIA was a flawed effort to achieve worthwhile
ends. It was flawed by its perceived insensitivity
to critical privacy issues, the manner in which it
was presented, and the lack of clarity and con-
sistency with which it was described. DARPA
stumbled badly in its handling of TIA, for
which the agency has paid a significant price in
terms of its credibility in Congress and with the
public. This comes at a time when DARPA’s
historically creative and ambitious research capac-
ity is more necessary than ever. By maintaining
its focus on imaginative, far-sighted research, at
the same time that it takes account of informa-
tional privacy concerns, DARPA should rapidly
regain its bearings. It is in the best interests of
the nation for it to do so.

Secretary Rumsfeld posed four questions to
TAPAC which we address directly before pro-
viding specific recommendations concerning
data mining within DOD and elsewhere in
the government.

TIA was a flawed effort to achieve worthwhile ends. It was flawed by its perceived

insensitivity to critical privacy issues, the manner in which it was presented,

and the lack of clarity and consistency with which it was described.
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1 Should the goal of developing technologies that
may help identify terrorists before they act
be pursued?

Yes, subject to the safeguards outlined in our
recommendations below.

2 What safeguards should be developed to ensure
that the application of this or any like technol-
ogy developed within DOD is carried out in
accordance with U.S. law and American values
related to privacy?

We propose a series of safeguards under our
recommendations below, including written
authorization to engage in data mining; techni-
cal standards for data mining operations; the
requirement that most data mining involv-
ing personally identifiable data concerning
U.S. persons be conducted only with the
authorization of a court; the appointment of
designated privacy officers; and oversight by
appropriate administration officials, Congress,
and the public.

3 Which public policy goals are implicated by
TIA and what steps should be taken to ensure
that TIA does not frustrate those goals?

TIA and other data mining systems implicate
national security and privacy. We believe that
the recommendations outlined below are
appropriate to ensure that data mining tools
are used to enhance national security without
compromising privacy.

4 How should the government ensure that the
application of these technologies to global data-
bases respects international and foreign domestic
law and policy?

TIA and other data mining systems may pose
issues under the domestic laws of other coun-
tries when applied to their citizens. This was
amply illustrated by the controversy in late
2003 over the acquisition of personally
identifiable information about citizens of
Latin American countries by a private U.S.
information supplier, acting on behalf of
DHS. The supplier and DHS had to delete
information obtained from Mexican voter
rolls, in violation of Mexican law, and
investigations were pending by national
authorities in Guatemala, Mexico, Nicaragua,
and other countries.259 Similarly, European
officials delayed cooperating with DHS’s plan
to require airlines, including European air-
lines, to collect personal information about
every passenger and share that information
with U.S. officials in an effort to detect
terrorists.260

The activities of foreign governments, as well
as of corporations and other private sector
entities, may also threaten the privacy of
U.S. persons.

TAPAC has focused on informational privacy
issues presented under U.S. law by U.S.
government data mining involving U.S. per-
sons. We have concluded that to address the
legal requirements applicable to data mining
in other nations or the impact of those nations’
data mining on U.S. persons was impractical
given the time and resources available to us.
The privacy officer and panel of external advi-
sors that we call for in Recommendations 3
and 4 below should assist in addressing the
legal issues presented under other nations’ laws
by U.S. government data mining or under
U.S. law by foreign government data mining.

DARPA’s historically creative and ambitious research capacity is more

necessary than ever.  . . . DARPA should rapidly regain its bearings.
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RECOMMENDATIONS CONCERNING
DOD DATA MINING

The following recommendations are intended to
help the Secretary of Defense establish the clear
rules and policy guidance, educational and
technological tools, and appropriate managerial
oversight and advisory resources necessary to
guide DOD’s use of data mining to protect
national security without compromising the
privacy of U.S. persons.

Given the breadth of our definition of data
mining—searches of one or more electronic
databases of information concerning U.S. per-
sons, by or on behalf of an agency or employee
of the government—the specific actions neces-
sary to protect privacy will differ depending upon
the context.

For example, data mining includes “pattern-based”
searches, such as those TIA-related technologies
were designed to perform. These involve develop-
ing models of what terrorist behavior might look
like and then examining databases for similar
patterns. This is similar to commercial data min-
ing techniques—businesses develop a pattern of
attributes or behaviors that their good customers
have in common, and then search databases to
find people meeting those patterns—but poten-
tially far more powerful given the range of data to
which the government has access and the capacity
of data mining to eliminate the need to aggregate
data before searching them.

As we use the term, data mining may also in-
clude “subject-based” searches, which look for
information about a specific individual or links
to known terrorist suspects. This has long been a
basic tool of criminal investigators everywhere:
start with known suspects and, with proper
authorization (in many cases, a warrant or a
subpoena), look for information about them
and the people with whom they interact. How-
ever, the power of data mining technology and
the range of data to which the government has
access have contributed to blurring the line be-
tween subject- and pattern-based searches. The
broader the search criteria, and the more people
other than actual terrorists who will be identified
by those criteria, the more pattern-like these
searches become.

Even when a subject-based search starts with a
known suspect, it can be transformed into a
pattern-based search as investigators target indi-
viduals for investigation solely because of their
connection with the suspect. The more tenuous
the connection, the more like a pattern-based
search it becomes. Searches that lack specific
focus on identified suspects do pose greater risks
for U.S. persons and should be subject to greater
scrutiny and accountability. That scrutiny will not
only help protect informational privacy, but may
also help investigators to hone their inquiries to
make them more meaningful and more likely
to produce useful results. Good privacy protection
in the context of data mining is often consistent
with more efficient investigation.

The . . . recommendations are intended to help the Secretary of Defense establish the clear

rules and policy guidance, educational and technological tools, and appropriate managerial

oversight and advisory resources necessary to guide DOD’s use of data mining to

protect national security without compromising the privacy of U.S. persons.
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Data mining inquiries, however categorized, can
serve many useful purposes in the fight against
terrorism and other crimes. Because they involve
the government accessing personally identifiable
information about U.S. persons, however, those
inquiries also raise privacy issues. The magnitude
of those issues varies depending upon many fac-
tors, including: the sensitivity of the data being
mined, the expectation of privacy reasonably
associated with the data, the consequences of
an individual being identified by an inquiry,
and the number (or percentage) of U.S. persons
identified in response to an inquiry who have
not otherwise done anything to warrant govern-
ment suspicion.

Even significant privacy issues may be resolved—
as they have been in related contexts for
decades—through appropriate legal and tech-
nological protections, such as a requirement that
the government establish a predicate and obtain
a warrant or other authorization before seizing
or searching certain nonpublic information.

This is the approach we follow in our recom-
mendations: the government may engage in data
mining concerning U.S. persons only after meet-
ing certain legal and technological requirements
that accommodate the likely privacy implica-
tions of the search. For analytical clarity, we
divide data mining concerning U.S. persons into
five categories:

Data Mining Based on Particularized Suspicion

If the data mining is limited to searches based
on particularized suspicion about a specific in-
dividual, we believe existing law should govern.
Because, by definition, there is enough evidence

about such a person to warrant further inves-
tigation, and that investigation is clearly subject
to the protections of the Fourth Amendment,
supplemented by federal statutes, we rely on
existing law. We understand this category of
data mining to include searches seeking to iden-
tify or locate a specific individual (e.g., a suspect-
ed terrorist) from airline or cruise ship passenger
manifests or other lists of names or other non-
sensitive information about U.S. persons.

The view of William T. Coleman, Jr., in his
separate statement that TAPAC’s recommen-
dations would require recourse to the Foreign
Intelligence Surveillance Court before the
government could review an airline passenger
manifest is incorrect. Mr. Coleman writes: “I find
it hard to say that a person’s privacy is invaded
when a government agent, seeking to avoid a
terrorist attack, sees many innocent persons’
names on an aircraft’s passenger list among
others. . . .”261 We agree and therefore explicitly
recommend that the examination of passenger
lists not be subject to any new regulatory
requirements.

Moreover, to the extent the government wished
to access additional information on U.S. person
passengers that did require Foreign Intelligence
Surveillance Court approval, that approval could
be sought one time for an entire aviation security
program. In no event would “a judge . . . have to
first review each list, hear why the government
wishes to look at it,” or respond to “changes in
such lists [that] occur until the last moment be-
fore many flights” as Mr. Coleman states.262 In
any event, even in those situations where we
recommend recourse to the Court, we also rec-
ommend an exception for exigent circumstances.

Good privacy protection in the context of data mining

is often consistent with more efficient investigation.
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Foreign Intelligence Data Mining

We recommend that data mining of personally
identifiable data on U.S. persons be subject to
the approval of the Foreign Intelligence Surveil-
lance Court, and believe that present authorities
allow the government to seek such approval for
lawful foreign intelligence activities. To the extent
this is not clear under present authorities, we
recommend clarification. Our recommendations
for FISA court approval do not apply to activi-
ties directed wholly against non-U.S. persons.

Federal Government Employees

We recommend no additional requirements
applicable to data mining concerning federal
government employees that is solely in connec-
tion with their employment. Background checks,
security investigations, and monitoring of the use
of government resources—including telephones
and computers—are common features of gov-
ernment employment. They are critical to public
accountability, and occur subject to both notice
to employees and significant oversight. These
activities are beyond the scope of our inquiry
and already the subject of extensive regulation.

Publicly Available Data

government data mining that is limited to
searches of information concerning U.S. persons
that is routinely available without charge or
subscription to the public—on the Internet, in
telephone directories, or in public records to the
extent authorized by law—poses different privacy
issues. While the threat to informational privacy
may not be as great as if the searches involved
non-public data, such data mining by the gov-
ernment nonetheless raises augmented privacy
concerns than if conducted by the private sector.

We therefore believe that the administrative
authorization and oversight required under
Recommendation 2.1 below are appropriate and
should be required. Before the government could

engage in data mining of publicly available data
concerning U.S. persons, Recommendation 2.1
would require a written finding by the agency
head that the data mining is both necessary and
appropriate for the lawful purpose for which
the information is being sought. Administrative
authorization may be granted either for entire
programs that include data mining as one ele-
ment or for specific applications of data mining
known or likely to concern U.S. persons. In
addition, we would require regular compliance
audits, as set forth in Recommendation 2.5.

We are mindful that as more personally identi-
fiable information becomes available via the
Internet, and the extraordinary power of technol-
ogy to aggregate and process that information
continues to expand, our society may one day
wish to subject government data mining of even
publicly available information to greater scrutiny
and legal process. For the present, however, we
believe the requirements of Recommendations
2.1 and 2.5 below are sufficient to protect the in-
formational privacy of U.S. persons in this setting.

Other Data Mining Involving U.S. Persons

For all other government data mining that involves
personally identifiable information about U.S.
persons, we recommend below that the govern-
ment be required to first establish a predicate
demonstrating the need for the data mining to
prevent or respond to terrorism, and second, unless
exigent circumstances are present, obtain author-
ization from the Foreign Intelligence Surveillance
Court for its data mining activities. As we stress,
that authorization may be sought either for
programs that include data mining known or
likely to include information on U.S. persons, or
for specific applications of data mining where
the use of personally identifiable information
concerning U.S. persons is clearly anticipated.
Legislation will be required for the Foreign
Intelligence Surveillance Court to fulfill the role
we recommend.
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Our conclusion, therefore, that data mining
concerning U.S. persons inevitably raises privacy
issues, does not in any way suggest that the
government should not have the power to en-
gage in data mining, subject to appropriate legal
and technological protections. Quite the contrary,
we believe that those protections are essential so
that the government can engage in appropriate
data mining when necessary to fight terrorism
and defend our nation. And we believe that
those protections are needed to provide clear
guidance to DOD personnel engaged in anti-
terrorism activities.

Our recommendations are not based on any
conclusion that the Supreme Court interprets
the Fourth Amendment to require them, despite
Mr. Coleman’s statements to the contrary.263 If
they were, our recommendations would be
superfluous, because the privacy protections we
advocate would already be required by the Court.
Instead, we recommend additional regulation
of government data mining precisely because
the Court has not yet interpreted the Fourth
Amendment to require it, despite the dramatic
technological changes in the 28 years since the
Court decided Miller. Until the Court’s inter-
pretations catch up with what we believe Ameri-
can values require, our recommendations are
intended to help fill the gap and provide much-
needed clarity and predictability for both the
American public and government officials.

We believe these recommendations should apply
generally to the full spectrum of data mining

activities throughout DOD that are known or
reasonably likely to involve personally identifi-
able information about U.S. persons, except as
specifically noted below. We believe these recom-
mendations are prudent, necessary, and consistent
with the leadership Secretary Rumsfeld demon-
strated in appointing TAPAC.

RECOMMENDATION 1

DOD should safeguard the privacy of U.S.
persons when using data mining to fight
terrorism. We do not underestimate the difficulty
of this challenge, especially in the face of dra-
matic changes in information technologies and
terrorist threats. In the words of the first report
of Markle Foundation Task Force on National
Security in the Information Age: “Information
analysis is the brain of homeland security.”264

There are more than 650 million intelligence
intercepts alone every day. One of the most
immediate challenges facing U.S. anti-terrorist
activities is separating out the “signal” of useful
information from the “noise” of all of those
data.265 More data are available than there are—
or ever could be—analysts to analyze it.

Technological tools to help analyze data and
focus human analysts’ attention on critical
relationships and patterns of conduct are clearly
needed. Their use, however, necessarily raises
significant informational privacy issues. We
believe that the following recommendations will
help assure that the privacy interests of U.S.
persons are not compromised.

Our conclusion, therefore, that data mining concerning U.S. persons raises

privacy issues, does not in any way suggest that the government should not

have the power to engage in data mining, subject to appropriate legal

and technological protections.
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RECOMMENDATION 2

The Secretary should establish a regulatory
framework applicable to all data mining
conducted by, or under the authority of, DOD,
known or reasonably likely to involve personally
identifiable information concerning U.S. persons.
Protecting privacy while defending the nation
and enforcing its laws requires a broad-based set
of tools, including law, technology, training, and
oversight. All are necessary.

Government data mining presents special risks
to informational privacy. If conducted without
an adequate predicate, it has the potential to be
a 21st-century equivalent of general searches,
which the authors of the Bill of Rights were so
concerned to protect against. It may be more or
less invasive than a physical general search, but its
key characteristic is that data mining involves
scrutiny of personally identifiable information
where the individuals involved have done noth-
ing to warrant government suspicion.

Some would argue that because the private sector
is permitted to engage in data mining, the
government should too—that the government
should have at least as much access to private
sector information as companies and individ-
uals do. This is the position advocated by the
Attorney General in his recently amended
Guidelines on General Crimes, Racketeering
Enterprise and Terrorism Enterprise Investiga-
tions. Under those guidelines, the government
faces little, if any, restriction on accessing person-
ally identifiable information held by third parties.

We disagree. Because government access to per-
sonal data can threaten individual liberty and
invade constitutionally protected informational
privacy rights, such access poses greater and farther-
reaching risks than commercial access. government
access to personally identifiable information,
wherever located, should be subject to clear rules
and meaningful oversight to protect informa-
tional privacy.266

We recommend that the requirements of this
section apply to all DOD programs involving
data mining concerning U.S. persons, with three
exceptions: data mining (1) based on particularized
suspicion (including searches of passenger mani-
fests and similar lists); (2) that is limited to foreign
intelligence that does not involve U.S. persons; or
(3) that concerns federal government employees
in connection with their employment. As we have
already noted, these three areas are already sub-
ject to extensive regulation, which we do not
propose expanding.

In addition, we recommend that data mining
that is limited to information that is routinely
available without charge or subscription to the
public—on the Internet, in telephone directories,
or in public records to the extent authorized by
law—should be conditioned only on the written
authorization described in Recommendation 2.1
and the compliance audits described in Recom-
mendation 2.5, but excluded from the require-
ments of Recommendations 2.2, 2.3, and 2.4.

All other data mining concerning U.S. per-
sons should comply with all of the following
requirements:

RECOMMENDATION 2.1

Written finding by agency head authorizing
data mining.

a Before an agency can employ data mining
known or reasonably likely to involve data
concerning U.S. persons,* the agency head
should first make a written finding authoriz-
ing the data mining and specifying:

i the purposes for which the system may
be used;

ii the need for the data to accomplish that
purpose;

iii the specific uses to which the data will
be put;

* “Data mining” is defined to mean: searches of one or more electronic databases of information concerning U.S. persons, by or on
behalf of an agency or employee of the government.
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iv that the data are appropriate for that use,
taking into account the purpose(s) for
which the data were collected, their age,
and the conditions under which they have
been stored and protected;

v that other equally effective but less intru-
sive means of achieving the same purpose
are either not practically available or are
already being used;

vi the effect(s) on individuals identified
through the data mining (e.g., they will be
the subject of further investigation for
which a warrant will be sought, they will
be subject to additional scrutiny before
being allowed to board an aircraft, etc.)

vii that the system has been demonstrated to
his or her satisfaction to be effective and
appropriate for that purpose;

viii that the system complies with the other
requirements of this recommendation as
enacted by law, Executive Order, or other
means;

ix that the system yields a rate of false posi-
tives that is acceptable in view of the pur-
pose of the search, the severity of the effect
of being identified, and the likelihood of
further investigation; and

x that there is a system in place for dealing
with false positives (e.g., reporting false
positives to developers to improve the
system, correcting incorrect information
if possible, remedying the effects of false
positives as quickly as practicable, etc.),
including identifying the frequency and
effects of false positives.

b An agency head may make the written find-
ing described in paragraph (a) above either
for programs that include data mining as
one element, and data mining concerning U.S.
persons may occur, or for specific applications
of data mining where the use of information
known or likely to concern U.S. persons is
clearly anticipated.

RECOMMENDATION 2.2

Technical requirements for data mining. Data
mining of databases known or reasonably likely
to include personally identifiable information
about U.S. persons should employ or be subject
to the following requirements:

a Data minimization—the least data consistent
with the purpose of the data mining should
be accessed, disseminated, and retained.

b Data anonymization—whenever practicable
data mining should be performed on databases
from which information by which specific
individuals can be commonly identified (e.g.,
name, address, telephone number, SSN, unique
title, etc.) has been removed, encrypted, or other-
wise obscured.267 Where it is not practicable to
use anonymized data, or access to identifying
information is required, the agency should
comply with Recommendation 2.4 below.

c Audit trail—data mining systems should be
designed to create a permanent, tamper-resistant
record of when data have been accessed and
by whom.

d Security and access—data mining systems should
be secured against accidental or deliberate
unauthorized access, use, alteration, or des-
truction, and access to such systems should
be restricted to persons with a legitimate need
and protected by appropriate access controls
taking into account the sensitivity of the data.

e Training—all persons engaged in developing
or using data mining systems should be
trained in their appropriate use and the laws
and regulations applicable to their use.

RECOMMENDATION 2.3

Third-party databases. Data mining involving
databases from other government agencies or
from private industry may present special risks.
Such data mining involving, or reasonably likely
to involve, U.S. persons, should adhere to the
following principles:
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a The agency engaging in the data mining
should take into account the purpose for
which the data were collected, their age, and
the conditions under which they have been
stored and protected when determining
whether the proposed data mining is likely to
be effective.

b If data are to be used for purposes that are
inconsistent with those for which the data
were originally collected, the agency should
specifically evaluate whether the inconsistent
use is justified and whether the data are appro-
priate for such use.

c Data should be left in place whenever possible.
If this is impossible, they should be returned
or destroyed as soon as practicable.

d Government agencies should not encourage
any person voluntarily to provide data in
violation of the terms and conditions (usually
reflected in a privacy policy) under which they
were collected.

e Government agencies should seek data in the
order provided by Executive Order 12333: from
or with the consent of the data subject, from
publicly available sources, from proprietary
sources, through a method requiring authori-
zation less than probable cause (e.g., a pen
register or trap and trace device), through a
method requiring a warrant, and finally through
a method requiring a wiretap order.

f Private entities that provide data to the
government upon request or subject to judi-
cial process should be indemnified for any
liability that results from the government’s
acquisition or use of the data.

g Private entities that provide data to the
government upon request or subject to judi-
cial process should be reasonably compensated
for the costs they incur in complying with the
government’s request or order.

RECOMMENDATION 2.4

Personally identifiable information. It is not
always possible to engage in data mining using
anonymized data. Moreover, even searches in-
volving anonymized data will ultimately result
in matches which must be reidentified using
personally identifiable information. The use of
personally identifiable information known or
reasonably likely to concern U.S. persons in data
mining should adhere to the following provisions:

a An agency within DOD may engage in data
mining using personally identifiable informa-
tion known or reasonably likely to concern
U.S. persons on the condition that, prior to
the commencement of the search, DOD ob-
tains from the Foreign Intelligence Surveillance
Court a written order authorizing the search
based on the existence of specific and articul-
able facts that:

i The search will be conducted in a manner
that otherwise complies with the require-
ments of these recommendations however
enacted;

ii The use of personally identifiable infor-
mation is reasonably related to identifying
or apprehending terrorists, preventing ter-
rorist attacks, or locating or preventing
the use of weapons of mass destruction;

iii The search is likely to yield information
reasonably related to identifying or appre-
hending terrorists, preventing terrorist
attacks, or locating or preventing the use
of weapons of mass destruction; and

iv The search is not practicable with
anonymized data in light of all of the
circumstances (e.g., the type of data, type of
search, the need for the personally iden-
tifiable information, and other issues
affecting the timing of the search).

b DOD may seek the approval from the Foreign
Intelligence Surveillance Court described in
paragraph (a) above either for programs that
include data mining as one element, and data



52 SAFEGUARDING PRIVACY IN THE FIGHT AGAINST TERRORISM

mining of personally identifiable information
known or likely to include information on
U.S. persons may arise, or for specific
applications of data mining where the use of
personally identifiable information known or
likely to include information on U.S. persons
is clearly anticipated.

c An agency may reidentify previously
anonymized data known or reasonably likely
to concern a U.S. person that is the result of
data mining on the condition that, prior to
the commencement of such activity, DOD
obtains from the Foreign Intelligence Sur-
veillance Court a written order authorizing
the reidentification based on the existence of
specific and articulable facts that:

i The data is the result of data mining that
otherwise complies with the requirements
of this recommendation however enacted;

ii The use of personally identifiable informa-
tion is reasonably related to identifying or
apprehending terrorists, preventing terror-
ist attacks, or locating or preventing the use
of weapons of mass destruction;

iii The reidentification is likely to yield infor-
mation relevant to national security; and

iv The continued use of anonymized data is
not practicable in light of all of the
circumstances (e.g., the type of data, type of
search, the need for the personally identifi-
able information, and other issues affecting
the timing of the search).

d Without obtaining a court order, the
government may, in exigent circumstances,
search personally identifiable information or
reidentify anonymized information obtained
through data mining if:

i The agency head or his or her single desig-
nee certifies that it is impracticable to ob-
tain a written order in light of all of the
circumstances (e.g., the type of data, type

of search, the need for the personally iden-
tifiable information, and other issues
affecting the timing of the search), and
provides a copy of that certification to the
privacy officer;

ii DOD subsequently applies to the court for
a written order within 48 hours or, in the
event of a catastrophic attack against the
United States, as soon as practicable; and

iii The agency terminates any on-going search-
es of personally identifiable information or
use of reidentified information obtained
through data mining if the court does not
grant the order.

RECOMMENDATION 2.5

Auditing for compliance. Any program or activity
that involves data mining known or reasonably
likely to include personally identifiable informa-
tion about U.S. persons should be audited not
less than annually to ensure compliance with
the provisions of this recommendation and
other applicable laws and regulations.

RECOMMENDATION 3

DOD should, to the extent permitted by law,
support research into means for improving the
accuracy and effectiveness of data mining sys-
tems and technologies, technological and other
tools for enhancing privacy protection, and the
broader legal, ethical, social, and practical issues
in connection with data mining concerning
U.S. persons.

RECOMMENDATION 4

The Secretary should create a policy-level privacy
officer. The privacy officer would be responsible
for ensuring the training of appropriate DOD
personnel on privacy issues; assisting in the design
and implementation of systems to protect pri-
vacy; working with the general counsel, inspector
general, other appropriate officials within the
department and the services to ensure compli-
ance with such systems; providing advice and



Report of the Technology and Privacy Advisory Committee 53

information on privacy issues and tools for
protecting the privacy of U.S. persons; and advis-
ing the Secretary and other senior department
officials on privacy matters and the implementa-
tion of these recommendations. The roles we
recommend for the privacy officer significantly
exceed those relating to compliance with the
Privacy Act of 1974 that are performed by the
current privacy officer. As a result, we recommend
that the privacy officer should report directly to
the Secretary, Deputy Secretary, or General Coun-
sel; should have adequate staffing and finan-
cial resources to fulfill this expanded mandate;
and should have no responsibilities unrelated
to privacy.

The privacy officer should report to the Secre-
tary, Deputy Secretary, or General Counsel at
least annually on the DOD’s compliance with
applicable privacy laws and these recommenda-
tions however implemented; the number and
nature of data mining systems within the
department, the purposes for which they are
used, and whether they are likely to contain
individually identifiable information about U.S.
persons; the number and nature of agency find-
ings authorizing data mining; the number and
nature of agency findings authorizing searches
of individually identifiable information about
U.S. persons; and other efforts to protect infor-
mational privacy in the agency’s collection and
use of U.S. person data.

RECOMMENDATION 5

The Secretary should create a panel of external
advisors to advise the Secretary, the privacy offi-
cer, and other DOD officials on identifying and
resolving informational privacy issues, and on
the development and implementation of appro-
priate privacy protection mechanisms. The panel
should be small (i.e., no more than seven
people), politically diverse, and composed of
people respected for their integrity, judgment,
independence, and experience. Members of the
panel should not include current employees of
the federal government. Members should be

appointed for defined terms and removable prior
to the expiration of their terms only for cause.

The panel of external advisors should aid in the
development and activities of the privacy officer;
work with appropriate DOD personnel to en-
hance the consistency and effectiveness of privacy
protections throughout the department and the
services; provide advice and other assistance to
ensure rapid, full, and consistent implementation
of the framework of privacy protection mechan-
isms; propose modifications to that framework
as necessary; and provide advice to the privacy
officer on difficult questions and issues of first
impression involving the protection of informa-
tional privacy.

The panel members should meet as necessary
to carry out their charge. They should have access
to all material within DOD involving the
operation, development, or acquisition of data
mining tools that are used or are likely to be used
in connection with U.S. persons, consistent with
the security clearances of its members. The panel
should have a budget appropriate to the breadth
of its responsibilities. The panel should report to
the Secretary, Deputy Secretary, or General
Counsel, and should provide a report at least
annually commenting on the privacy officer’s
report and providing the panel members’ views
on the efficacy of DOD’s efforts to protect
privacy.

RECOMMENDATION 6

The Secretary should create and ensure the
effective operation of meaningful oversight
mechanisms. The creation of a policy-level pri-
vacy officer and of a panel of external advisors
are critical steps in ensuring appropriate oversight
of data mining activities that involve or are
reasonably likely to involve data concerning
U.S. persons.

In addition, we recommend that the Secretary
should provide the reports of the privacy office
and the external advisory panel to the appropri-
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Data Mining Checklist

The Existence and Purpose of Data Mining

1 Is the proposed activity or system likely to involve the acquisition, use, or sharing of personally identifiable
information about U.S. persons?

2 What purpose(s) does the data mining serve? Is it lawful? Is it within the agency’s authority? Is it sufficiently
important to warrant the risks to informational privacy that data mining poses?

3 Is data mining necessary to accomplish that purpose—i.e., could the purpose be accomplished as well without
data mining?

4 Is the data mining tool designed to access, use, retain, and disseminate the least data necessary to serve the
purposes for which it is intended?

5 Is the data mining tool designed to use anonymized data whenever possible?

Data Mining Personally Identifiable Information

6 Are there specific and articulable facts that data mining personally identifiable information (or reidentifying
previously anonymized information) concerning U.S. persons will be conducted in a manner that otherwise
complies with the requirements of applicable laws and recommendations; is reasonably related to identifying
or apprehending terrorists, preventing terrorist attacks, or locating or preventing the use of weapons of
mass destruction; is likely to yield information relevant to national security; and is not practicable with
anonymized data?

The Sources and Nature of Data Concerning U.S. Persons

7 Are the data appropriate for their intended use, taking into account the purpose(s) for which the data were
collected, their age, and the conditions under which they have been stored and protected?

8 Are data being accessed or acquired from third parties in violation of the terms and conditions (usually re-
flected in a privacy policy) under which they were collected?

9 If data are being acquired directly from data subjects, have the individuals been provided with appropriate
notice, consistent with the purpose of the data mining activity?

10 Are data being sought in the order provided by Executive Order 12333—i.e., from or with the consent of the
data subject, from publicly available sources, from proprietary sources, through a method requiring authoriza-
tion less than probable cause (e.g., a pen register or trap and trace device), through a method requiring a warrant,
and finally through a method requiring a wiretap order?

11 Are personally identifiable data being left in place whenever possible? If such data are being acquired or
transferred, is there a system in place for ensuring that they are returned or destroyed as soon as practicable?

The Impact of Data Mining

12 What are the likely effect(s) on individuals identified through the data mining—i.e., will they be the subject of
further investigation or will they be immediately subject to some adverse action?

13 Does the data mining tool yield a rate of false positives that is acceptable in view of the purpose of the search,
the severity of the effect of being identified, and the likelihood of further investigation?

14 Is there an appropriate system in place for dealing with false positives (e.g., reporting false positives to devel-
opers to improve the system, correcting incorrect information if possible, etc.), including identifying the
frequency and effects of false positives?
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ate Congressional committees, and facilitate the
appearance at least annually of the privacy officer
before one or more of those committees in each
house of Congress to provide additional infor-
mation on data mining activities within DOD
and their impact on the privacy of U.S. persons.

To the extent consistent with national security
and applicable classification laws and regulations,
the Secretary should also make the annual reports
of the privacy officer and the external advisory
panel public.*

RECOMMENDATION 7

The Secretary should work to develop a culture
of sensitivity to, and knowledge about, privacy
issues involving U.S. persons throughout DOD’s
research, acquisition, and operational activities.
In addition to regulatory, technical, and other
tools for protecting privacy, the experience with

TIA, as well as other government data mining
programs, suggests the important role that “cul-
ture” within a government agency plays in
determining how much attention is paid to pri-
vacy at every level. Too little attention can result
in significant threats to constitutionally protected
rights of U.S. persons. Too much or misfocused
attention can lead to timidity and the failure
to make appropriate use of all legal tools in the
fight against terrorism.

We recognize that the department is vast and
includes many different units responsible for a
diverse array of critical activities. These present a
broad range of privacy issues. In some areas—
for example, the conduct of foreign intelligence—
those issues are the subject of established privacy
regulations and well-defined systems to ensure
that those regulations are followed. In other
areas, privacy issues may be just emerging and

Oversight of Data Mining

15 Are data secured against accidental or deliberate unauthorized access, use, alteration, or destruction, and
access to the data mining tool restricted to persons with a legitimate need and protected by appropriate
access controls taking into account the sensitivity of the data?

16 Does the data mining tool generate, to the extent technologically possible, an immutable audit trail showing
which data have been accessed or transferred, by what users, and for what purposes?

17 Will the data mining tool be subject to continual oversight to ensure that it is used appropriately and law-
fully, and that informational privacy issues raised by new developments or discoveries are identified and
addressed promptly?

18 Are all persons engaged in developing or using data mining tools trained in their appropriate use and the
laws and regulations applicable to their use?

19 Have determinations as to the efficacy and appropriateness of data mining been made or reviewed by an offi-
cial other than those intimately involved with the development, acquisition, or use of the data mining tool?

* Mr. Coleman argues against making the privacy officer’s report public, on the basis that to do so would “educate the terrorist on
what steps the U.S. is taking to prevent him or her from attacking the United States.” See infra p. 81 (separate statement of
William T. Coleman, Jr.). The committee believes this is highly unlikely given the nature of the report. Moreover, to the extent
any risk might exist, it is eliminated by the limitation we recommend that only those portions be made public that are “consistent
with national security and applicable classification laws and regulations.” Current law would presently require the disclosure of
the reports unless they were “specifically authorized under criteria established by an Executive Order to be kept secret in the inter-
est of national defense or foreign policy” and were “in fact properly classified pursuant to such Executive Order.” 5 U.S.C.
§ 552(b)(1). The standard that TAPAC recommends therefore offers more protection than current law.
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the systems for addressing them therefore not
so well developed.

We understand that the department faces many
concerns, and we do not expect all DOD person-
nel to become experts on privacy. We believe,
however, that heightened sensitivity in all of the
department’s programs that may involve data
mining concerning U.S. persons is necessary to
identify potential privacy risks before they
materialize and to ensure that programs present-
ing those risks are referred to the privacy office,
general counsel, or other personnel skilled in
privacy protection.

There are important initiatives already underway
to ensure that personnel throughout DOD are
equipped to respond to these challenges—for
example, the development of a privacy training
module within the Defense Acquisition Univer-
sity. These and other efforts are essential to ensur-
ing not only that the privacy of U.S. persons is
respected, but also that all DOD personnel are
empowered to carry out their important missions
confidently and without fear of being blindsided
by unanticipated privacy concerns.

To aid the Secretary in this important task we
offer a checklist of questions as a useful guide
for identifying specific informational privacy
issues related to data mining. This checklist may
apply differently in the development, acquisition,
and implementation contexts, but it should be
useful in all three. We believe it will also aid in
the development of a greater awareness of the
privacy risks presented by data mining tools and
a greater culture of appropriate privacy protection
throughout the department.

RECOMMENDATIONS CONCERNING
GOVERNMENT DATA MINING

Identifying the risks posed by government data
mining and the protections necessary to safeguard
against those risks was the purpose for which the
Secretary of Defense created TAPAC. That pur-
pose is even more relevant today, as government
data mining grows more prevalent, than when
we were appointed.

As we have stressed throughout this report, the
development and use of advanced information
technologies to access and analyze personally
identifiable information concerning U.S. persons
is not limited to TIA or DOD. Moreover, the
privacy issues presented by such data mining
cannot be resolved by DOD alone. Action by
Congress, the President, and the courts is neces-
sary as well. Moreover, as the only external
advisory committee concerned with address-
ing these questions, we believe it is important to
contribute to a national debate on these issues.

While mindful that TAPAC was created by the
Secretary of Defense and that we have accord-
ingly focused our inquiry on TIA and other
programs within DOD, we believe that the
inconsistent and often outdated nature of laws
and regulations addressing privacy threaten both
our nation’s efforts to fight terrorism and the
constitutionally protected rights of U.S. persons.
Resolving those broader issues is critical to en-
hancing privacy protection within DOD and to
ensuring a more rational, consistent approach to
privacy issues raised by mining data concerning
U.S. persons throughout the government.



Report of the Technology and Privacy Advisory Committee 57

RECOMMENDATION 8

The Secretary should recommend that Congress
and the President establish one framework of
legal, technological, training, and oversight mech-
anisms necessary to guarantee the privacy of
U.S. persons in the context of national security
and law enforcement activities. A government-
wide approach is desirable to address the signifi-
cant privacy issues raised by the many programs
under development, or already in operation, that
involve the use of personally identifiable infor-
mation concerning U.S. persons for national
security and law enforcement purposes. These
issues transcend any one program or department.
TIA was only one example. CAPPS II, terrorist
watch lists, statutorily mandated data mining and
other data analysis programs in DHS, ARDA
and its Novel Intelligence from Massive Data
project, FinCEN, statutorily mandated “Know
Your Customer” rules, expanded Bank Secrecy
Act reporting requirements, and MATRIX are
other publicly identified examples of such pro-
grams. There very well may be others of which
we are not aware.

We therefore believe that our recommendations
to the Secretary of Defense concerning DOD’s
programs that involve data mining should also
be implemented across the federal government
and made applicable to all government depart-
ments and agencies that develop, acquire, or
use data mining tools in connection with
U.S. persons for national security or law en-
forcement purposes.*

Clearly, some modifications will be necessary.
For example, when applied to government data
mining for the purpose of law enforcement,
the certifications we believe should be required

in Recommendation 2 would have to be extend-
ed to law enforcement, as well as national security,
purposes. Moreover, the court order that we
believe should be obtained from the Foreign
Intelligence Surveillance Court for data mining
with personally identifiable information con-
cerning U.S. persons for national security pur-
poses, may be more appropriately be sought from
a traditional federal court when the data mining
is for law enforcement purposes. We do not
express a view on this matter, other than to
note that we recognize that the resolution of
informational privacy issues likely will be dif-
ferent in different settings.

We believe that government efforts to protect
national security and fight crime and to protect
privacy will be enhanced by the articulation of
government-wide principles and a consistent sys-
tem of laws and processes. National standards
will also help provide clear models for state and
local government efforts as well.

RECOMMENDATION 9

The Secretary should recommend that the
President appoint an inter-agency committee
to help ensure the quality and consistency of
federal government efforts to safeguard infor-
mational privacy in the context of national secur-
ity and law enforcement activities. The inter-
agency committee would be composed of privacy
officers and other appropriate policy-level person-
nel from each federal agency involved in national
security or law enforcement activities. The
committee should work to ensure rapid, full,
and consistent implementation of the framework
of privacy protection mechanisms; assist in the
establishment and coordination of federal gov-
ernment agency privacy offices; work to enhance

* The inclusion of information used for law enforcement, as well as national security, in these last five recommendations does not
mean that the committee is “thinking about criminal prosecution, not prevention,” as suggested by Williams T. Coleman, Jr., in his
separate statement. See infra p. 84 (separate statement of William T. Coleman, Jr.). Our first seven recommendations make
no reference whatever to information for law enforcement purposes. We include it within these broader recommendations only
because we believe a consistent standard for data mining in both law enforcement and national security contexts will facilitate the
information-sharing that so many experts and advisory panels have concluded is essential for detecting and preventing terrorist
attacks. See supra p. 8 and sources cited therein.



58 SAFEGUARDING PRIVACY IN THE FIGHT AGAINST TERRORISM

the consistency and effectiveness of privacy pro-
tections across the federal government; propose
modifications to existing laws and regulations or
the adoption of new laws and regulations as
necessary; and provide advice to agency heads
and privacy offices on difficult questions and
issues of first impression involving the protec-
tion of informational privacy.

RECOMMENDATION 10

The Secretary should recommend that the
President appoint a panel of external advisors
to advise the President concerning federal
government efforts to safeguard informational
privacy in the context of national security and
law enforcement activities. The external advisory
panel should be small (i.e., no more than seven
people), politically diverse, and composed of
people respected for their integrity, judgment,
independence, and experience. Members of the
panel should not include current employees of
the federal government. Members should be
appointed for defined terms and removable prior
to the expiration of their terms only for cause.

The external advisory panel should advise the
President concerning implementation of the
framework of privacy protection mechanisms;
the consistency and effectiveness of privacy
protections; and necessary modifications to exist-
ing laws and regulations or the adoption of new
laws and regulations. The panel should provide
advice to the inter-agency committee and gov-
ernment agencies on difficult questions and
issues of first impression involving the protec-
tion of informational privacy. The panel should
report to the President, Congress, and the public
at least annually on the government’s efforts to
protect privacy.

The members of the panel should meet as neces-
sary to carry out their charge. They should have
access to all relevant material, consistent with the
security clearances of its members. The panel
should have a budget appropriate to the breadth

of its responsibilities. The panel should report
directly to the President or another high-ranking
official as the President may designate. Because
of the overlap among national anti-terrorism,
national security, and law enforcement activities,
it is preferable to have one panel carry out these
functions in relation to all federal government
agencies involved in the use of personally
identifiable information in these contexts.

RECOMMENDATION 11

The Secretary should recommend that the
President and Congress take those steps neces-
sary to ensure the protection of U.S. persons’
privacy and the efficient and effective oversight
of government data mining activities through
the judiciary and by this nation’s elected lead-
ers through a politically credible process. This
vital role was clearly illustrated by Congress’
enactment of the Right to Financial Privacy Act
in response to the Supreme Court’s Miller deci-
sion, and by the many other privacy statutes that
Congress has adopted. Similar action to adopt
new, consistent protections, along the lines of
these recommendations, for information privacy
in the law enforcement and national security
contexts is needed today.

More immediately, we believe Congress and the
President should authorize the Foreign Intelli-
gence Surveillance Court to receive requests for
orders under Recommendations 2.4 and 8 and
to grant or deny such orders.

In addition, we believe there is a critical need for
Congress to exercise appropriate oversight, espe-
cially given the fact that many of these data
mining programs may involve classified infor-
mation which would prevent their being dis-
closed in full publicly. At a minimum, we believe
that each agency’s privacy officer and agency
head should report jointly to appropriate con-
gressional committees at least annually on the
agency’s compliance with applicable privacy laws;
the number and nature of data mining systems
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within the agency, the purposes for which they
are used, and whether they are likely to con-
tain individually identifiable information about
U.S. persons; the number and general scope of
agency findings authorizing data mining; the
number and general scope of agency findings
and court orders authorizing searches of indi-
vidually identifiable information about U.S.
persons; and other efforts to protect privacy in
the agency’s collection and use of U.S. person
data. We recommend that agency privacy reports
be made available publicly to the extent con-
sistent with national security and applicable
classification laws and regulations.

One obstacle to effective Congressional oversight
of data mining activities is the complex struc-
ture of Congressional committees and their over-
lapping jurisdiction. To facilitate this reporting
process and consistent, knowledgeable oversight,
each house of Congress should identify a single
committee to receive all of the agencies’ reports.
Other committees may have jurisdiction over
specific agencies and therefore also receive reports
from those agencies, but we believe it is impor-
tant for a single committee in each house to
maintain broad oversight over the full range
of federal government data mining activities.
To the extent the jurisdiction of Congressional
committees overlaps, we believe it is essential
for Congress to clarify and clearly articulate the
relative responsibilities of each committee, to
avoid undermining either privacy protection or
national security efforts.

RECOMMENDATION 12

The Secretary should recommend that the
President and Congress support research into
means for improving the accuracy and
effectiveness of data mining systems and
technologies; technological and other tools for
enhancing privacy protection; and the broader
legal, ethical, social, and practical issues involv-
ed with data mining concerning U.S. persons.
The restrictions imposed by Congress in response
to TIA in February and September 2003 have
had the unintended effect of undermining re-
search into privacy protection technologies and
appropriate data mining systems that include
those protections. Given the critical importance
of these tools to national security and civil liber-
ties, Congress should commit resources to re-
search into these technologies, subject to the
safeguards outlined above, and to the broader
legal, ethical, social, and practical issues sur-
rounding data mining and privacy protection.

The impact of our recommendations on gov-
ernment data mining efforts is summarized in
the accompanying chart.
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Impact of TAPAC Recommendations on Government Data Mining

(i.e., searches of one or more electronic databases of information concerning U.S. persons, by or on behalf
of an agency or employee of the government)

Type of Information New Recommended Requirements

Data mining that is not known or reasonably likely No new requirements
to involve personally identifiable information about
U.S. persons (i.e., U.S. citizens and permanent residents)

Data mining limited to foreign intelligence that No new requirements
does not concern U.S. persons.

Data mining known or reasonably likely to involve
personally identifiable information about U.S. persons:

• If based on particularized suspicion about a No new requirements
specific individual, including searches to identify
or locate a specific individual (e.g., a suspected
terrorist) from airline or cruise ship passenger
manifests or other lists of names or other
nonsensitive information about U.S. persons.

• If concerning federal government employees that No new requirements
is solely in connection with their employment.

• If limited to searches of information that is 1 Administrative authorization (set forth in
routinely available without charge or subscription Recommendation 2.1), which may be granted
to the public—on the Internet, in telephone on a “per program” or “per search” basis; and
directories, or in public records to the extent 2 Regular compliance audits (set forth in
authorized by law. Recommendation 2.5).

• If conducted with deidentified data (i.e., data All new requirements apply (i.e., administrative
from which personally identifying elements authorization, compliance with technical requirements,
such as name or Social Security Number special rules for third-party databases, and regular
have been removed or obscured) compliance audits, as set forth in Recommendations 2.1,

2.2, 2.3,  and 2.5), except for need to obtain a Foreign
Intelligence Surveillance Court order (set forth in
Recommendation 2.4).

• If conducted with personally identifiable All new requirements apply (as set forth in
information. Recommendations 2.1-2.5), including application

to the Foreign Intelligence Surveillance Court
(Recommendation 2.4), which can be made on
a “per program” or “per search” basis.
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CONCLUSION

The United States faces new and daunting
challenges from terrorism on U.S. soil. One
critical—and rapidly expanding—tool for
responding to that challenge is information
technology, and especially the ability to search
government and private sector databases for
evidence of terrorist activity. When those search-
es involve personally identifiable information
about U.S. persons they raise significant issues
about informational privacy. Our nation should
use information technology and the power to
search digital data to fight terrorism, but should
protect privacy while doing so.

The recommendations outlined in this report
reflect the essential principles that we believe are
necessary to achieve this difficult task. They
highlight the critical roles of law and technology.
They extend to data mining conducted for both
national security and law enforcement purposes,
given the new reality that both terrorist threats
and data flows ignore national borders. They are
designed to respond to inevitable changes in
terrorist strategies and technological capacity.
They are therefore intended to help guide the

development and use not only of data mining
programs of which we are aware, but those we
have not discovered and those not yet even
developed.

While these recommendations impose additional
burdens on government officials before they
employ data mining tools, we believe that in the
long-run they will enhance not only informa-
tional privacy, but national security as well. They
are designed to help break down the barriers to
information-sharing among agencies that have
previously hampered national security efforts, to
provide sufficient clarity concerning access to
and use of personal information concerning U.S.
persons so that DOD and other government
officials can use such information appropriately,
and to ensure that scarce national security re-
sources are deployed strategically and effectively.
Most significantly, these recommendations are
intended to guard against sacrificing “essential
liberty to purchase a little temporary safety,”
because as Benjamin Franklin warned, if we
make that sacrifice we will neither deserve nor
achieve either.

Our nation should use information technology and

the power to search digital data to fight terrorism,

but should protect privacy while doing so.
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SEPARATE STATEMENT OF FLOYD ABRAMS

I join in the TAPAC report in all respects and
add a few observations of my own in response
to those of our esteemed colleague, William T.
Coleman, Jr.

Mr. Coleman’s separate statement begins with
and is in good part based on a proposition with
which I, and I am sure my colleagues, fully agree.
That is that the murderous attack on this nation
on September 11, 2001 warrants governmental
responses that might previously have been
unthinkable. If anything, I might phrase the
problem even more hyperbolically than did Mr.
Coleman. The threat of nuclear, biological, or
chemical attacks within the United States by
terrorists who are, at one and the same time,
technologically skilled and suicidally oriented,
may well pose the greatest threat to our people
that we have ever faced before. The threat is not
only real; it is long-term in nature, with no end
in sight and, quite possibly, with no end at all.
It may be the fate of our children and grand-
children always to be at risk.

Given the level of this threat, it is not only
understandable but necessary that our govern-
ment seek out new and creative ways to prevent
acts of terrorism. Many dedicated and selfless
public servants, both in and out of uniform, who
testified before our committee are engaged in
that effort and they deserve the nation’s thanks
for their contributions.

But that is only the beginning of our analysis
and it is with respect to the remainder of Mr.
Coleman’s submission that I respectfully differ.
For if, as I think we agree, the nation must adopt
a long-term strategy of dealing with terrorism,

we must also develop a long-term strategy of
preserving civil liberties, including privacy, as
we do so.

During other wars this nation has fought, or
believed it was about to fight, civil liberties have
been amongst the first victims. From the Alien
and Sedition Acts of 1798 through Abraham
Lincoln’s suspension of habeas corpus, Woodrow
Wilson’s prosecution of socialists during World
War I, and Franklin D. Roosevelt’s incarceration
of Japanese-Americans during World War II, our
nation’s record has not been admirable at resist-
ing the primal instinct of shutting up dissenters
and shutting down civil liberties during times
of stress. The law has sometimes been useful in
protecting civil liberties at such times but
generally has not been. That is why, I suspect,
the Secretary of Defense wisely asked us not
only to focus on “what safeguards should be
developed to ensure” that new technology
developed within the Department of Defense “is
carried out in accordance with U.S. law” but
with “American values related to privacy”268 as
well. Law may sometimes fail us; our values
remain, even if we sometimes forget them dur-
ing times of strife.

What law are we speaking of? What values?
The TAPAC report sets forth in detail the case
law under the Fourth Amendment and otherwise
protecting privacy interests. While not all privacy
interests are protected and those that are are
balanced against competing interests, I believe
Mr. Coleman significantly understates the degree
to which the Supreme Court has held that there
is a constitutionally rooted privacy right. The
Court’s developing jurisprudence in this area has,



64 SAFEGUARDING PRIVACY IN THE FIGHT AGAINST TERRORISM

to be sure, been controversial.269 Indeed, the Court
has sometimes treated privacy (which is never
mentioned in the Bill of Rights) so expansively
that, in my view, its rulings have imperiled
well established First Amendment rights in doing
so.270 For better or worse, however, that the Court
has recognized a constitutionally-rooted right of
privacy seems to me just as undeniable as the
proposition that American values as well as law
include some component of the right, as Justice
Brandeis famously put it, “to be let alone.”271

Any determination of the degree to which TIA
threatened privacy values necessarily begins with
an analysis of TIA itself. In that respect, Mr.
Coleman suggests that “Congress did not really
understand the TIA program”272 and that this
led, in turn, to its decision to deny funding to
at least some of its activities. I do not know
what Congress understood. Having served on
TAPAC since its inception eight months ago
and having listened to and read carefully all
information about TIA provided by DARPA, I
can attest without qualification that I too do
not really understand the TIA program. DARPA
bears considerable responsibility for that.

The TAPAC report sets forth in detail the ever-
changing descriptions by DARPA of precisely
what TIA would do. The May 20, 2003 DARPA
report to Congress, submitted well after the
explosion of public controversy about TIA and
in direct response to the inclusion of the Wyden
Amendment in the Consolidated Appropriations
Resolution that became law on February 24,
2003, is illustrative. Its description of TIA’s re-
search and development efforts as “seek[ing] to
integrate technologies developed by DARPA . . .
into a series of increasingly powerful configura-
tions that can be stress-tested in operationally
relevant environments using real-time feedbacks
to refine concepts of operation and perform-
ance requirements down to the technology com-
ponent level” is simply not comprehensible.273

Its description of “How TIA Would Work” is
limited to a recitation of the creation of Red

and Blue teams, the first of which would “imag-
ine the types of terrorist attacks that might be
carried out against the United States at home
or abroad” and the second of which would seek
to combat those imagined attacks.274 That was,
to be sure, one thing TIA would do but surely
not the only one. It was affirmatively misleading
to suggest that this and this alone was how TIA
would work.

We do know this about TIA: it would make
available to government employees vast amounts
of personal information about American citizens
who are not suspected of any criminal conduct.
While all the information obtained would, we
are told, have been lawfully gathered from govern-
ment and private sources, that does not begin to
assuage the justifiable concern that Big Brother
could become far more than a literary reference.

Mr. Coleman observes more than once that he
has “confidence in the present leadership of the
Defense Department and of the Nation.”275 But
the Bill of Rights is rooted in distrust of govern-
ment and the judgment that government must
be limited in its powers to assure that the public
retains its liberties. That the “American public,” as
Mr. Coleman puts it, “does not like officious
intermeddlers” is not the problem;276 that the
government may abuse its vast array of powers
is. It is no criticism of this or any particular
Administration to say that the more informa-
tion the government amasses about each of us,
the more we are at risk.

The proposals of TAPAC seek to minimize
those risks while still permitting the government
to go about its critical task of protecting our
people. One of the most important proposals
the committee makes is to urge the Secretary
of Defense to recommend to the President and
the Congress to involve the judiciary in the
process of determining when and to what extent
data mining activities can be engaged in by the
government.
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Mr. Coleman offers hypothetical examples of
situations in which he maintains that the
government should be able to seek to prevent
potential acts of terrorism by reviewing airline
passenger lists made available to it. The TAPAC
report makes plain that it is urging no changes
in law or practice with respect to the very situa-
tions posited by Mr. Coleman. In addition, it is
worth noting that in truly exigent circumstances,
no application need be made to the FISA court
in advance—just as no application need be made
for a search warrant in those rare circumstances
in which public safety requires the promptest
government action.277

The rule, however, should not be confused with
the exception. Just as a general warrant is ana-
thema to our civil liberties, so would be unlimited

recourse by the government to all the “public”
information that is now so promiscuously avail-
able about all of us.

In offering these views, I do not mean to mini-
mize to the slightest degree the dangers we face
as a nation that Mr. Coleman correctly identifies.
Nor do I maintain that privacy claims must
routinely trump efforts to protect our national
security. But privacy matters, far more than Mr.
Coleman appears willing to acknowledge. The
TAPAC report offers an approach which
accommodates privacy interests while not stifl-
ing the use of new technology to prevent acts
of terrorism. American law and American values
require no less.
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SEPARATE STATEMENT OF WILLIAM T. COLEMAN, JR.

* The separate statement of our esteemed colleague Floyd Abrams confirms my reading of such pages of the report. See supra
pp. 63-65 (separate statement of Floyd Abrams).

I agree with and support completely the commit-
tee report’s conclusion that research, development
and deployment of Terrorist Information Aware-
ness (“TIA”) and similar technologies and even
broader technology programs are essential to the
nation’s security, including the need to win the
present war against terrorists.278 I also agree that
issues of privacy should always be part of such
research, development and deployment. Finally, I
agree with many of the committee’s recom-
mendations and appreciate the committee’s efforts
to alert the President, Congress, and the American
people to programs which are developing, most
with Congressional directions or approval, and
some of the problems which could arise. But
among the reasons I file these respectful, separate
views and recommendations are the following:

1 The report does not sufficiently reflect
appreciation of the extent of the security and
national defense problems—many novel and
new—facing the Nation today in the early
stages of the war on terrorism, nor of the
important, desirable, beneficial, needed results
DARPA was attempting to achieve.

2 The report does not set forth or emphasize
sufficiently the nature of the enemy facing us,
not one of a foreign nation state, not one easily
identified by uniform, but one who wears
civilian clothes, one who purposely mixes with
innocent U.S. persons, using their facilities
(banks, airplanes, flying schools, etc.) and who
otherwise immerses himself or herself in our

free, open, friendly society, conceals themselves
in civilian clothes among the American
population living like other U.S. persons,
until he or she commits the terrorist acts,
then often disappears again into our free,
open, trusting, friendly society, living again
in civilian clothes and assuming again his or
her previous lifestyle.

3 The report directly, or at least by implication,
wrongly elevates the concept of privacy and
protection thereof—an important American
civilized value (every American school person
knows and appreciates Mr. Brandeis’ “right,”
said before he went to the bench, “to be let
alone”)—to the same constitutional level as the
fundamental values of liberty, free speech,
religion, the political process and racial
discrimination issues, each expressly in the
Constitution,*279 and the report wrongly con-
cludes that Government data mining “run[s]
the risk of becoming the 21st-century equiva-
lent of the general search” proscribed by the
Bill of Rights,280 and “has the potential to be a
21st-century equivalent of general searches.”281

Relying upon the foregoing concepts, TAPAC
suggests that before Government agents can
look at data that contain “personally identi-
fiable information,” which is there because
such persons (or a third person who got
the information willingly from the “personally
identified” person) willingly gave it to the
Government, must first obtain a court order
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by the “Foreign Intelligence Surveillance
Court.”282 The only exception to be made,
was of immediate “airline or cruise ship pas-
senger manifest or other lists of names” “to
identify or locate a specific individual” but
even then there would be conditions.283 The
Supreme Court of the United States, however,
in repeated cases has rejected such position.
Indeed, the report so concedes.284 In fact, there
is no Supreme Court case which held a
wrongful invasion of privacy under the
circumstances DARPA sought to achieve, or
that the Government’s search of data in its
files willingly supplied by a person, as des-
cribed immediately above, is within the
prohibition in the Fourth Amendment, or
violates any other provision in the Constitu-
tion of the United States.

With all due respect, my colleagues mis-
understand the point I am trying to make
when they state that I in any way am attempt-
ing to reduce liberty285 when I say that there is
a constitutional difference between how the
Government deals with information freely
given it by U.S. persons (or to a person who
then freely gives it to the Government) as against
when the Government has to obtain a search
warrant to obtain such information or the
Government got it from other than willing
persons. And contrary to what our colleague
Mr. Abrams286 and the other committee
members say,287 I do acknowledge, and will
continue to defend as I have in the past, that
informational privacy does matter. It is an
extremely “important American value,” as
preserving American lives from terrorist attack
is as great if not a greater “American value,”
in fact, a constitutional duty of the President,
the Secretary of Defense, and other Govern-
ment officials and American soldiers. All I
am trying to say is that my colleagues are
avoiding the proper analysis when they lump
such personal information so obtained by the
Government with other type of information
which the Government might obtain without
the willing consent of the person involved.288

My colleagues should pause to recall the
newspaper story about the Assistant U.S.
Attorney in the Midwest who had picked up
information before the events of September
2001, about one who might well have been the
20th hijacker, but could not get authority from
Washington to look at his computer. I am not
urging a change in that law, or ignoring the
law when one is seeking to search for material
the Government never had and cannot obtain
voluntarily from a third party who obtained
it willingly from the complaining party. I am
only urging that my colleagues follow the
cases which clearly hold that if information
is willingly given to the Government, with
no restriction, the Government has the right
to look at that information for other reasons.
I am also asking them not avoid analysis
by lumping privacy, which we all respect and
we all wish for ourselves and others, with
certain constitutional rights such as freedom
of speech, freedom from racial discrimina-
tion, freedom from religious discrimination,
and freedom to participate in the political
process.289 Also, I urge them not to ignore case
law, and the problems that will be caused if
they build in a court approval process for the
Government to use information it already
willingly and legally has, when that court
process is not required by law, constitutional
or statutory, and has never existed in the past.

The difference in classification of the subject
of particular governmental action is of a
prime significance in proper analysis under
the Fifth and Fourteenth Amendments at
least since the famous footnote four in the
1938 case of United States v. Carolene Products
Co.:290 if privacy is a subject of the magnitude
of liberty, free speech, freedom from racial or
religious discrimination, etc., then particular
governmental action with respect to such
actions’ constitutionality is measured by “strict
scrutiny,” but if privacy is not within the
Constitution, or even if it is, but is not in
the category of “liberty,” “racial discrimination,”
etc., then particular governmental action with
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respect thereto requires a mere rational basis
for such action not to violate the Constitu-
tion.* Valid constitutional concepts and
distinctions, like appropriate words in
intellectual discourse, are wise persons’ coun-
ters especially when called upon to advise
Cabinet Secretaries. Failures to make such
distinctions are perhaps the basis, in part, for
the TAPAC recommendation which I disagree
with, to wit: “An agency within DOD may
engage in data mining using personally
identifiable information known or reasonably
likely to concern U.S. persons on the con-
dition that, prior to the commencement of
the search, DOD obtains from the Foreign
Intelligence Surveillance Court a written order
authorizing the search based on the existence
of specific and articulable facts . . . .”291 One
can imagine the unmanageable time delay if
there is reason to believe that a group of ter-
rorists plan to be on European flights to the
United States in the month of January and the
U.S. security people wish to look at the passen-
ger lists for all aircraft making such trips in
January, and the airline companies and their
governments agree to turn over such lists.
Under the rule proposed by TAPAC, a judge
would have to first review each list, hear why
the Government wishes to look at it. More-
over, changes in such lists occur until the last
moment before many flights.292 This particular
TAPAC recommendation also in part is per-
haps caused by the failure to understand that
the TIA programs are to develop technologies
to prevent the terrorists from acting, not to
gain evidence to put before the trial court to
put the person in jail for committing a crime.

With all due respect, the TAPAC report falls
into error because it insists upon equating
“privacy,” which is not specifically mentioned
in the Constitution of the United States (a
fact the report concedes293), though it is
mentioned in some of the cases of the
Supreme Court of the United States, with
the concept of liberty (“and fundamental
liberties”294), which clearly is in the
Constitution.295 But as quoted in this state-
ment, the Supreme Court of the United States
has clearly and more than once held that
if persons willingly and voluntarily give per-
sonal information to the federal Government
with no restrictions on its use, the federal
Government can look at such information
for many purposes, including those not
contemplated by the person who gave the
federal Government such information. It is
striking that after such attempt to equate
liberty and privacy, the report at the end says
that its recommendations in part do not get
their authority from any federal statute or
any provision of the Constitution of the
United States.† The TAPAC report in fact
states: “Our recommendations . . . reach beyond
the requirements of existing judicial inter-
pretations, laws and regulations.”296

As my colleagues know, I perhaps would have
agreed with many of the recommendations if
the governmental entities embraced in such
recommendations had had an opportunity to
examine them and had the opportunity to
advise, when a recommendation went beyond
existing law, whether such could be followed
without seriously interfering with the ability

* Compare Lawrence v. Texas, 123 S. Ct. 2472 (2003) with the case Lawrence overrules, Bowers v. Hardwick, 478 U.S. 186 (1986).
There is also an intermediate category best reflected in the cases dealing with distinctions based upon sex, especially where the
state requirement has an adverse effect on women. Compare United States v. Virginia, 518 U.S. 515 (1996), with Grutter v. Bollinger,
123 S. Ct. 2325 (2003), and Gratz v. Bollinger, 123 S. Ct. 2411 (2003).

† Contrary to what the Report says, I do not “suggest[ ] that information disclosed to third persons does not warrant protection . . . .”
Supra, pp. 23-24. I said only that United States v. Miller, 425 U.S. 435 (1976) so holds. See supra pp. 82-83. I here add only that such
case has not been overruled.
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to prevent other terrorist acts in the United
States or in the  lands of its allies causing
even greater damage than the 9/11 events.

4 The report pays little attention to the initial
problem—use of “personally indentifiable”
information willingly supplied to the
Government by such “personally identified”
persons and legally in the Government’s data
files—at which the Secretary of Defense had
asked TAPAC to look,297 but instead the re-
port embarks upon many other issues, e.g.,
“data mining,” looked at much more broadly.298

Some of these issues are certainly worthy of
discussion, but not at the expense of ignoring,
indeed excluding from separate and distinct
analysis, the basic issue at which the Secretary
of Defense asked the committee to look. For
as I read the Secretary’s request the basic
question involves the use of “personally
identified information” which the persons
involved have already willingly turned over to
the Government or to a third party who has
willingly turned it over to the Government.
In neither case is there a statute which limits
the purpose for which the Government’s agent
can look at such information. Once a clear
analysis is made of this issue, the approach to
“data mining” looked at “more broadly” might
take a different approach, but, in any event, what
is described in the previous sentence should not
call for court approval before proceeding.

5 The report makes recommendations to the
President and the entire Government, which
are in my judgment, beyond what the com-
mittee was asked to do. That does not mean
that some of the ideas are not good ideas, but
they should be put in a much less mandatory
or specific form.

6 The report does not emphasize that in the
TIA program there was no collection of new
personal information and that instead the
TIA program was dealing only with infor-
mation already lawfully collected by the
Government or perhaps a third person who

legally and willingly turned it over to the
Government,299 and there was no statutory
restriction against the use which the operat-
ing entity would make of such personal
information if the DARPA research were
successful.

7 The report shows little appreciation that
privacy issues were, in fact, part of the DARPA
research plans.300 The report does not affir-
matively state, as it should, that most, if not
all, of the data mining programs describ-
ed in the report (including the “broader ones”)
are approved (sometimes even directed) by
Congress and that the public is aware of
them. This omission perhaps will cause the
critic to suggest that responsible public officials
are presently acting wrongly or improperly.

First, in order to place in context the questions
TAPAC was requested by the Secretary of
Defense to answer—particularly the use of
data willingly given to the Government by
the person or willingly to a third person who
willingly gives it to the Government—some
background:

A hallmark of the United States is that its
people—of all races, creeds, religions, color, eth-
nic groups, native and foreign-born or of U.S.
or foreign-born ancestors—move freely about,
seldom stopped by any checkpoint. Freedom
and liberty are sometimes more important to
most Americans than getting a good job or eat-
ing a good meal. Another hallmark of the United
States is that it is a nation of great diversity of
people, its welcoming mat is as open as any
nation and it welcomes visitors as freely as any
other nation in the world. Today also, most
U.S. citizens, most U.S. persons, are repulsed
by profiling by race, religion, national origin
or ethnicity.

In the Census 2000, 281.4 million people were
counted in the United States, a 13.2% increase
from the 1990 census population. Assuming that
there is a 1% growth per year since Census 2000,
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there are in the United States as of January 1,
2004 a population of over 285 million people.
Of the 285 million people, 18 million are non-
U.S. citizens. In addition there are millions of
people in the United States each day who are
non-U.S. persons. For example, Government and
academic estimates indicate that there are 9–11
million illegal aliens living in the United States.
Both U.S. borders, north and south, are porous
by any standard of other nations. Each month
over three million foreign people cross through
these borders, most with legal right to do so,
others not. In the year 2002, more than 27.9
million non-immigrant admissions were counted
by the Immigration and Naturalization Service.
Many persons stay beyond their legally authorized
time. The events of September 11, 2001 clearly
demonstrate that some who cross the nation’s
borders, or have been in the United States for
some time (even some of the status of “U.S.
persons”) have ill intent against the United States.

There is fair evidence that if governmental
officials, agents and employees had real-time,
meaningful access on September 10, 11, 2001 to the
knowledge then in governmental files—all such
information being originally obtained legally, and
there was no statutory restriction of which govern-
mental agents could look at it—the terrorist attacks of
September 11 probably could have been prevented.

On September 11, 2001, a serious event hap-
pened in the United States which the United
States never before had to contend with to the
same degree.* Hijackers, all of whom were non-
U.S. citizens, some non-U.S. persons, seized con-
trol of two civilian commercial passenger aircraft
out of Boston, Commonwealth of Massachusetts,
flew them into the World Trade Center in New
York City, 157 persons aboard were killed, 2,645
persons in the buildings were killed, and over
400 other persons, mainly policemen or fire-
men, died while heroically attempting to rescue

others. Millions of dollars worth of property
was destroyed, many businesses and lives of
many U.S. persons were, and still are, adverse-
ly affected.

Within less than an hour thereafter, hijackers
(all non-U.S. citizens, some non-U.S. persons)
flew a civilian commercial passenger aircraft,
which had taken off from Dulles International
Airport, in the Commonwealth of Virginia, into
the Pentagon building, killing 64 persons on
board, 125 persons in the building. Property
damage to the Pentagon building exceeded two
hundred million dollars, and lives of many U.S.
persons were, and still are, adversely affected. In
addition, another such aircraft was seized over
Pennsylvania by non-U.S. citizens, some of
whom were non-U.S. persons. Apparently some
of the innocent passengers courageously, but
vainly, fought back. The plane crashed in the
Commonwealth of Pennsylvania, killing 46
persons. The best guess is that the hijackers of
this aircraft were attempting to fly the airplane
either into the White House or into the Capitol.

It bears repeating that in each event, some of
the hijackers were non-U.S. residents, some
were in the United States illegally, some were
U.S. residents, all were non-U.S. citizens, the
names of just about all were in data files in the
United States.

Such attacks had never happened before in the
United States, seldom elsewhere in the western
world. When nation-states plan to attack another
nation-state, usually there is some advance notice.
We see armies, navies building up, equipment
and uniformed human beings being moved.
Here, while history might ultimately reveal that
one or more nation-states were somehow involv-
ed, in the main the wrongdoers were nonstate
actors, not nation-states.

* On February 26, 1993, about ten non-U.S. citizens, hoping to murder as many as 250,000 people, did try to knock down the World
Trade Center by driving a truck loaded with explosives into it. Seven U.S. persons were killed and more than 1,000 were injured.
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After the tragic events, when the names of the
hijackers, by diligent research of Government
records and other databases, became known,
knowledge and facts were produced from
Government and third person files once the
names of the terrorists were know, which, if
agents had known before the event, probably
could have enabled them to have prevented the
hijackers from boarding the planes, thus avoid-
ing the purposeful crashes.

The highest duty of the officials of any nation-
state, even in a free, open democracy with
constitutional protection with respect to certain
fundamental rights, and with a consensus that
lesser privileges also should not be unreasonably
intruded upon, is to protect the security of
that nation and its people from outside threats.301

Thus the public ought to appreciate and respect
that responsible Government officials, agents and
employees are trying to develop ways in which
Government’s officials, agents and employees
get pre-notice in real time in an informative,
useable way, free of clutter, and thus can thwart
future such tragic events. Mr. Justice Jackson
reminds us that the Constitution is not a sui-
cide pact.302 And as the Framers expressly recog-
nized in the Federalist Papers, the “[d]ecision,
activity, secrecy, and dispatch” that are the hall-
marks of unitary executive power are “essential
to the protection of the community against
foreign attacks.”303

Today the United States has over 150,000 U.S.
military persons fighting in Afghanistan and
Iraq, plus significant air force, marine, and naval
forces around the same area, in addition naval
personnel are at seas and oceans throughout the
world intercepting ships carrying illegal items,
some of which will yield cash to supply terrorists,
others carrying items which can be used in assem-
bly of weapons of mass destruction. In addition,
there are CIA and other civilian U.S. personnel
risking their lives each day to corner terrorists
and prevent attacks on the United States, or
U.S. facilities abroad, or on its allies. Recent
news stories say that what led the leader of Libya

to permit inspections of its possible weapons of
mass destruction facilities and programs was that
the U.S. and its allies had intercepted, as the re-
sult of intelligence gathered, a ship carrying parts
for such facilities to Libya. Everyone agrees that
obtaining accurate, quick, live intelligence in
real-time, informative ways is often as invaluable
as actual combat with the terrorists. No public
official, public employee or agent would have
other than a rough time living with himself or
herself if it turned out there was information
available, including personal information legally
in Government files, with no restrictions on use,
of which he or she did not avail himself—
or herself—which caused a tragic act on Ameri-
can soil, facilities or U.S. persons, home or
abroad, or allies.

The Secretary of Defense’s responsibilities clearly
include helping to find terrorists before they act.
Once they act, if they are not U.S. military
personnel or enemy combatants, the prosecution
is generally by the U.S. Department of Justice.
In the course of discharging his important task,
the Secretary of Defense, not the President of
the United States and not the Attorney General
of the United States, formed our committee and
asked it for advice on an important aspect of
his mission, to wit., how DARPA was perform-
ing its tasks with respect to seeking better means
to make more, useable sense of data in real time
which the Government already had in its posses-
sion legally, or would get legally, and to consider
the relevant privacy issues in respect thereto.

This leads to DARPA.

There is an agency in the Department of De-
fense known as the Defense Advanced Research
Agency (DARPA), created in 1958 in President
Eisenhower’s Administration in response to the
trauma of Sputnik. The agency’s responsibility is
to start up and begin to develop, free from
political interference, new ways of doing things
from theories, intelligent imagination and guess-
ing and hopes to technologies which work—so
as to make the Defense Department or other
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agencies of the federal Government, and perhaps
also state and local governments, even more pro-
tective of the Nation’s security. DARPA, one
writer said: “is a total anomaly in our Government
or any other. Creative by nature, revolutionary in
its imagination like the brain at the beginning
of the future. For some of them, the future be-
gins with the gnawing awareness of a gap with
the awareness that something is missing, that
something could be better, that there’s something
the generals want and don’t have yet.”

DARPA uses its own highly skilled personnel,
but it also seeks out universities and other
scientific, intelligence and engineering experts
to help it develop new ideas, new technologies
which work. As I understand it, once such tech-
nologies are developed, DARPA does not operate
such new equipment or other techniques. Instead,
they get put into one or more of the operat-
ing agencies of the Department of Defense or
other agencies of Government. Among the
worthy ideas that got its start this way is
ARPANet, the precursor of the Internet as a
technological tool for linking defense researchers.
DARPA, among many other projects, is working
on a robotic human prosthesis that will control
the injured person’s actions by only human
thought, and other technologies which will
permit a soldier to survive in changing
environments. It is also involved in creating
technologies which will overcome the fact that
few Americans read Farsi or other languages
spoken and written in the Middle East. Such
technologies have already resulted in a 95%
accurate translation into English and in real time.
The American people would marvel at other
advancements in technology and results in which
DARPA has so far played a significant role.
And with vast amounts of data, technologies are
needed to combine such data and get the really
relevant data to the appropriate persons in real
time in a significant, meaningful way, while
eliminating the irrelevant or the redundant.

In early 2002, DARPA, as part of such efforts,
began to do research for the development of
a program known as Terrorist Information
Awareness (TIA).* As I understand it, TIA is an
attempt to develop advanced information
technologies which will take information
already legally collected by the Government, or
that a third person had legally turned over to
the Government, and see if it is possible to find
certain patterns or connections in the data so
as to predict persons who may be involved in
future terrorist plans. It, inter alia, attempts to
develop technologies, equipment and programs
which “connect the dots” and to do it in real
time certain. It bears repeating that (1) all of
the information used by TIA is already in the
hands of the Government by legal means,304

(2) there is no statutory restriction which caused
the person to file the information with the
Government on its use by the Government,
(3) TIA is not collecting new information, (4) part
and parcel of the plan in the DARPA research
was to develop mechanisms to avoid unreason-
able invasion of privacy, (5) such information
was being analyzed not to use to convict someone
of a crime, but to prevent future acts of terror-
ism, and (6) such tools, when developed and
before put into production would be turned
over to another part of the Government for
production and operation. Some of what TIA
would develop would be technologies which,
because of the speed and breadth of access to data
already in Government or private files legally
turned over to the Government might be within
the phrase “data mining.” But a lot of the TIA
program did not fit such description.305

The TAPAC report, however, immediately jumps
on, and concentrates on, “data mining,”306

although, as I understand it, much of the TIA
research program, as stated above, would not by
any stretch of the mind be described as “data
mining.” Also, “data mining” is done every day

* When first announced to the public, the program was entitled “Total Information Awareness.” The title was changed to “Terrorism
Information Awareness.” (TIA) in May 2003. Obviously, the original title caused some to think Orwell, 1984.
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by many of the nation’s most respected busi-
nesses. The report recognizes that many private
companies do data mining, but citing the
Markle report, the committee suggests that it is
worse when the Government does it.307 Appar-
ently, the Attorney General of the United States
does not find such distinction a valid one.308 I
also have some difficulty with the distinction.
Perhaps I am still misled by the fact that in my
youth my parents taught me that policemen on
the beat and other law enforcement officers are
friends, not enemies, and in my life, most often,
it has turned out that way. Today, because of
selection, training, supervision, and press scrutiny,
police, FBI agents, and security agents are far
from what they were in colonial days. This, of
course, does not mean there is never fault by
such, but to compare it with the King’s colonial
days is like comparing the early automobile to
today’s cars. Also, I find it hard to have less
confidence in the security people and their
respect for privacy, who worked over the
Christmas and New Year’s holidays defending
the nation’s security than in some of the pri-
vate employees who have worked for private
companies. Also, I find it hard to say that a
person’s privacy is invaded when a Government
agent, seeking to avoid a terrorist attack, sees
many innocent persons’ names on an aircraft’s
passenger list among others, as against when an
employee of a private company sees the same
person’s name on a shopping list and decides to
call him or her during the evening meal to solicit
a subscription.

As correctly stated by the report, the concerns
developed by certain editorial critics or some
members of Congress centered on the possible
use by Government of personal information on
U.S. citizens and permanent residents (“U.S.

persons”) without their knowledge or consent,
even though (and the report does not point this
out): (1) that personal information had been
lawfully collected by public or private entities,
(2) such information had originally come into
the Government’s possession by legal and consti-
tutional means, (3) most, if not all, was willingly
filed with the Government by the persons
whose names are in the list, and (4) there were
no statutory restrictions on its use. The report, in
fact, states that “[t]he common feature of all of
these programs is that they involve shifting
through data about identifiable individuals, even
though those individuals have done nothing to
warrant Government suspicion, in research of
useful information. This is what we understand
to be ‘data mining.’”309 This—with all due
respect—misstates the “common feature of all
these plans . . .” Actually the difficulty is caused
by the fact that the information relevant to the
terrorist is in the same data as that of other per-
sons who are perfectly innocent. In other words,
the few possible terrorists’ names are interwoven
with the overwhelming number of innocent
persons.* For, in this war, the nation’s enemies
often are attempting to carry out attacks within
the United States and often conceal themselves
among the innocent civilian population, and
use civilian facilities in order to do so or in order
to obtain money and skills to do so.

The TIA program soon got into trouble with
the Congress. Also, some respectable writers
who cover various departments of the federal
Government commented adversely about the
TIA program.

In February 2003, Secretary of Defense Donald
Rumsfeld appointed two committees to address
these and other concerns about TIA. One is the

* No doubt today the name of every person is on the list of those who board U.S. commercial planes for a flight. Every non-U.S.
citizen’s name is on the list of such who go through immigration after landing in the United States. Now the U.S. is in the process of
getting foreign carriers and their governments to agree that at least one hour before takeoff for the United States the United States
must receive the name of every person—foreign and U.S.—on such aircraft. The Government having obtained all those names
legally, the American people would be critical if the Government did not have in place an effective process to look at the entire list
for possible terrorists. Sometimes in looking at the entire list the Government can pick “in lieu of names,” also people who live
in the same house as the terrorist whose name is also on the same passenger list. Such might cause the would be terrorist to be
excluded from the flight.



Report of the Technology and Privacy Advisory Committee 75

Internal Oversight Board, to establish “policies
and procedures for use within the DOD of
TIA-developed programs and procedures for
transferring these capabilities to entities outside
DOD . . . .in accordance with existing privacy
protection laws and policies.”

Ours is the other committee. It is known as the
Technology and Privacy Advisory Committee
(“TAPAC”). TAPAC is charged by the Secretary
of Defense with examining “the use of ad-
vanced information technologies to help identify
terrorists before they act.” The report accurately
describes the members of such committee, their
backgrounds and the helpful, brilliant and
tremendous work of the staff led by Fred H.
Cate and Lisa A. Davis.310 We and the Nation
owe each a debt of gratitude.

TAPAC was requested by the Secretary of
Defense to answer four questions:

1 Should the goal of developing technolo-
gies that may help identify terrorists before
they act be pursued?

2 What safeguards should be developed to
ensure that the application of this or any
like technology developed within DOD is
carried out in accordance with U.S. law and
American values related to privacy?

3 Which public policy goals are implicated by
TIA and what steps should be taken to
ensure that TIA does not frustrate those goals?

4 How should the Government ensure that
the application of these technologies to
global databases respects international and
foreign domestic law and policy? (Italics
supplied.)311

The report—and I agree—states that the Secre-
tary of Defense should be thanked and com-
plimented by the American people for being
so far the only head of a Department to set up
a committee to review the privacy implications
of the development and use of the emerging
information technologies, even those which on
occasion set forth personal information.

The TAPAC report, in the main, with a few
changes, fairly describes what happened when
the existence of the TIA program first came to
Congress and other public knowledge, so I have
put that part of the TAPAC report312 in my views
and recommendations in quotes with my few
suggested changes italicized, or where words in
the report are dropped, a bracket. Citations to
footnotes have been omitted without notice.
Also, the chart on page 15 of the report is not
reproduced, but it is incorporated by reference
in this statement.

“TIA and [ ] Certain Government Programs
Involving Data Mining

EARLY DESCRIPTIONS OF TIA

“TIA was first cited publicly on April 10, 2002
by the Director of DARPA, Dr. Tony Tether
in testimony before the Senate Armed Services
Committee. In May, 2002 the newly created
DARPA IAO described TIA on its website. The
program first attracted significant public notice
after an August 2002 speech by the then-Director
of DARPA IAO, Admiral John Poindexter. Speak-
ing at the DARPATech 2002 Conference, he
described the need to become ‘much more effi-
cient and more clever in the ways we find new
sources of data, mine information from the new
and old, generate information, make it available
for analysis, convert it to knowledge, and create
actionable options.’ To accomplish these pur-
poses, he articulated the need for a ‘much more
systematic approach.’ ‘Total Information Aware-
ness—a prototype system—is our answer.’

“The DARPA IAO Director went on to identify
‘one of the significant new data sources that
needs to be mined to discover and track terror-
ists’—the ‘transaction space.’ ‘If terrorist
organizations are going to plan and execute
attacks against the United States, their people
must engage in transactions and they will leave
signatures in this information space.’ He then
showed a slide of transaction data that included
‘Communications, Financial, Education, Travel,
Medical, Veterinary, Country Entry, Place/Event
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Entry, Transportation, Housing Critical Resources,
and Government’ records.

EARLY PUBLIC AND CONGRESSIONAL
REACTION TO TIA

“The IAO Director mentioned the importance
of protecting privacy in his speech. [ ] In fact,
six months earlier, in March 2002, IAO had
begun funding research on privacy-enhancing
technologies. Nevertheless, at least some felt already
the seeds had been sown for serious concerns
about privacy. On November 24, 2002, at the
height of the debate over enactment of the
Homeland Security Act, William Safire wrote
a column in the New York Times critical of TIA.
Safire wrote:

‘Every purchase you make with a credit
card, every magazine subscription you
buy and medical prescription you fill,
every Web site you visit and e-mail you
send or receive, every academic grade
you receive, every bank deposit you
make, every trip you book and every event
you attend—all these transactions and
communications will go into what the
Defense Department describes as ‘a
virtual, centralized grand database.’

‘To this computerized dossier on your
private life from commercial sources,
add every piece of information that
Government has about you—passport
application, driver’s license and bridge
toll records, judicial and divorce records,
complaints from nosy neighbors to the
FBI, your lifetime paper trail plus the
latest hidden camera surveillance—and
you have the supersnoop’s dream: a
‘Total Information Awareness’ about
every U.S. citizen.’

“Although DARPA officials and others argued
that Safire misstated facts about TIA, his
criticism sparked a [ ] significant reaction. In

the seven months between the initial disclosure
of TIA and Safire’s column, only 12 press reports
had appeared about the program. In the next
30 days, the press carried 285 stories.” [ ] By the
time TAPAC was created, that figure had risen
to 508.

“In December 2002, the Assistant to the Secre-
tary of Defense for Intelligence Oversight, who
is responsible for ensuring DOD compliance
with the laws and regulations governing the
collection and use of intelligence information,
conducted an internal review of TIA and re-
lated programs. The review included not just
DARPA, but other units within DOD and the
armed services, (departments of DOD) and The
Rand Corporation, a DARPA contractor.

“The review found that neither DARPA nor IAO
are ‘intelligence organizations,’ because they
develop but do not use technological tools for
information gathering. Nevertheless, the review
noted that the same legal constraints that regu-
late intelligence activities involving data on U.S.
persons would apply to the use of TIA by any
part of the Defense Intelligence Community
to ‘collect, retain, or disseminate information’
on U.S. persons. The review concluded that no
legal obligations or ‘rights of United Sates per-
sons’ had been violated.

“The review did determine, however, that some
DARPA officials, because they were not, and
had not been, involved in intelligence activities,
had only a ‘limited understanding of Intelli-
gence Oversight regulations.’ As a result of the
review, DARPA ‘Quickly took Intelligence Over-
sight concerns into account’ and ‘institutional-
ized’ training and awareness of Intelligence
Oversight for its personnel. The review remains
open and the Assistant to the Secretary of De-
fense for Intelligence Oversight has committed
to engage in ‘ongoing monitoring’ so long as
DARPA is involved in developing tools for
intelligence gathering.
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No one has contested the conclusion stated in the
last sentence of the preceding paragraph.

“Opposition to TIA, however, continued to
mount. In late 2002 Senators Charles E. Grassley
(R-Iowa), Chuck Hagel (R-Neb.), and Bill Nelson
(D-Fla.) wrote separately to the DOD Inspec-
tor General asking him to review TIA. On Janu-
ary 10, 2003, the Inspector General announced
an audit of TIA, including ‘an examination of
safeguards regarding the protection of privacy
and civil liberties.’ As discussed below, the
audit concluded that ‘[a]lthough the DARPA
development of TIA-type technologies could
prove valuable in combating terrorism, DARPA
could have better addressed the sensitivity of
the technology to minimize the possibility for
governmental abuse of power and to help
ensure the successful transition of the technol-
ogy into an operational environment.’

“On January 23, 2003, the Senate adopted an
amendment to the Omnibus Appropriations Act
proposed by Senator Ron Wyden (D-Ore.)
prohibiting the expenditure of funds on TIA
unless the Secretary of Defense, the Director
of the CIA, and the Attorney General jointly
reported to Congress within 90 days of the
enactment of the law about the development of
TIA, its likely efficacy, the laws applicable to it,
and its likely impact on civil liberties. The
amendment also prohibited deployment of
TIA for actual operation in connection with
data about U.S. persons without specific con-
gressional authorization. Congress adopted the
amendment as part of the Consolidated Appro-
priations Resolution on February 13, and the
President signed it into law on February 24.

MAY 20, 2003 DARPA REPORT

“The DARPA report [ ] required by the Wyden
Amendment was delivered to Congress on
May 20, 2003. It divided DARPA’s IAO pro-
grams into three categories—TIA, High-Interest
TIA-Related Programs, and Other IAO

Programs—and described the latter two cate-
gories in far greater detail than TIA itself. The
report described TIA as:

‘a research and development program
that will integrate advanced collaborative
and decision support tools; language
translation; and data search, pattern
recognition, and privacy protection tech-
nologies into an experimental prototype
network focused on combating terrorism
through better analysis and decision
making.’

“In addition, the report described eight other
‘High-Interest TIA-related Programs’ being devel-
oped by the IAO in connection with TIA, and
ten ‘Other IAO Programs’ that may provide
technology as possible components of TIA pro-
totype but are considered of secondary interest
within the context of this report.’

“With regard to the privacy issues posed by TIA
and related programs, the DOD report to Congress
provided:

‘The Department of Defense’s TIA re-
search and development efforts address
both privacy and civil liberties concerns
in the following ways:

• The Department of Defense must
fully comply with the laws and regu-
lations governing intelligence activities
and all other laws that protect the
privacy and constitutional rights of
U.S. persons.

• As an integral part of its research,
the TIA program itself is seeking to
develop “new technologies that will
safeguard the privacy of U.S. persons.

• TIA’s research and testing activities
are conducted using either real in-
telligence information that the federal
government has already legally obtained,
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or artificial synthetic information that,
ipso facto, does not implicate the
privacy interests of U.S. persons.’*

CONGRESSIONAL RESPONSE

“On September 25, 2003, Congress passed the
Department of Defense Appropriations Act,
2004. Section 8131 of the Act terminated fund-
ing for TIA, with the exception of ‘processing,
analysis, and collaboration tools for counter-
terrorism foreign intelligence’ specified in a
classified secret annex to the Act. Under the
Act, those tools may be used only in connec-
tion with ‘lawful military operations of the
United States conducted outside the United
States’ or ‘lawful foreign intelligence activities
conducted wholly overseas, or wholly against
non-United States citizens.” (Note: The Act does
not say wholly against “non-United States persons,”
it says “wholly against non-United States citizens.”)

“In its report accompanying the Act, the
Conference Committee directed that the IAO
itself be terminated immediately, ‘but permit-
ted continuing research on four IAO projects:
Bio-Advanced Leading Indicator Recognition,
Rapid Analytic Wargaming, Wargaming the Asym-
metric Environment, and Automated Speech
and Text Exploitation in Multiple Languages.’
The Act thus terminated the IAO and further
research on privacy enhancing technologies, while
keeping open the possibility of ‘processing, analy-
sis, and collaboration tools for counter-terrorism
foreign intelligence’ being developed outside of
DARPA in secret. The President signed the Act
on September 30, 2003.

INSPECTOR GENERAL’S REPORT

“On December 12, 2003, the DOD Inspector
General released the results of an audit of TIA
announced in January in response to Congres-

sional inquiries. The audit concluded that
‘[a]lthough the DARPA development of TIA-
type technologies could prove valuable in
combating terrorism, DARPA could have better
addressed the sensitivity of the technology
to minimize the possibility for governmental
abuse of power and to help ensure the success-
ful transition of the technology into an opera-
tional environment.’

“With specific regard to privacy, the audit
found that DARPA failed to perform any form
of privacy impact assessment, did not involve
appropriate privacy and legal experts, and
‘focused on development of new technology
rather than on the policies, procedures, and legal
implications associated with the operational use
of technology.’ The report acknowledged that
DARPA was sponsoring ‘research of privacy
safeguards and options that would balance secur-
ity and privacy issues,’ but found that such
measures ‘were not as comprehensive as a privacy
impact assessment would have been in scruti-
nizing TIA technology.’

“‘As a result,’ the audit concluded, ‘DOD risk[ed]
spending funds to develop systems that may not
be either deployable or used to their fullest
potential without costly revision.’ The report
noted that this was particularly true with regard
to the potential deployment of TIA for law
enforcement: ‘DARPA need[ed] to consider how
TIA will be used in terms of law enforcement
to ensure that privacy is built into the develop-
mental process.’

UNDERSTANDING THE TIA
CONTROVERSY

“Many factors have contributed to the contro-
versy over TIA. One of the most important was
DARPA’s inability—or perhaps unwillingness—to
describe TIA, its objectives, and the data to

* This bullet (the third bullet), see also infra p. 80 (separate statement of William T. Coleman, Jr.), seems to contradict any sug-
gestion that TIA research was using any personal information of U.S. persons other than that permitted by United States v. Miller,
425 U.S. 435 (1976) and Whalen v. Roe, 429 U.S. 589 (1977).
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which it would apply clearly, consistently, and
coherently. For example, DARPA’s May 2003
report described TIA in these words:

‘TIA research and development efforts
seek to integrate technologies developed
by DARPA (and elsewhere, as appro-
priate) into a series of increasingly power-
ful prototype configurations that can be
stress-tested in operationally relevant
environments using real-time feedback
to refine concepts of operation and
performance requirements down to the
technology component level.’

“The changing and inconsistent descriptions of
TIA have been documented. In August 2002,
DARPA’s descriptions of TIA focused on
‘significant new data sources that [need] to
be mined to discover and track terrorists’ and
‘transactional data’ found in ‘Communications,
Financial, Education, Travel, Medical, Veteri-
nary, Country Entry, Place/Event Entry,
Transportation, Housing, Critical Resources,
and Government’ records. By 2003, all such
references had been removed from TIA materials,
the diagram depicting them had been removed
from TIA’s website, and in DARPA’s May 2003
report to Congress, data mining was not even
mentioned.

“Similarly, when the IAO Director presented
TIA to the DARPA Tech 2002 Conference in
August 2002, he told his civilian audience that
‘[t]he relevant information extracted from this
data must be made available in large-scale
repositories with enhanced semantic content
for easy analysis to accomplish this task.’ The
diagram accompanying his presentation and
available on TIA’s website until early 2003, re-
ferred to ‘Automated Virtual Data Depositories’
and depicted ‘Transactional Data’ flowing into
those depositories. The phrase ‘virtual, centralized
grand database’ has been widely quoted from
DARPA documents. But in its May 2003 report
to Congress, DARPA wrote that ‘the TIA Pro-
gram is not attempting to create or access a
centralized database that will store informa-

tion gathered from various publicly or privately
held databases.’

“In that same report, DARPA described ‘How
TIA Would Work’ in terms of ‘Red Teams’

‘imagin[ing] the types of terrorist attacks
that might be carried out against the
United States at home or abroad. They
would develop scenarios for these attacks
and determine what kind of planning
and preparation activities would have to
be carried out in order to conduct these
attacks. . . . The red team would deter-
mine the types of transactions that would
have to be carried out to perform these
activities . . . . These transactions would
form a pattern that may be discernable
in certain databases to which the U.S.
government would have lawful access.’

“The government would then identify those
specific patterns that ‘are related to potential
terrorist planning.’ Rather than trying to prevent
terrorist attacks by searching databases for ‘un-
usual patterns,’ intelligence agencies would
‘instead [search] for patterns that are related to
predicted terrorist activities.’ This explanation is
the sole description of how the TIA program
would work in DARPA’s May 20, 2003 report
to Congress.

“Clearly, the objectives of programs may change
or one official may describe a program differ-
ently than another, but DARPA’s failure to
acknowledge or explain significant inconsisten-
cies contributed to undermining public and
Congressional confidence in the agency. DARPA
exacerbated the controversy over TIA in other
ways as well.

“For example, the TIA logo on the IAO web-
site, depicting an all-seeking eye atop a
pyramid, surrounded by the Latin motto
‘Scientia Est Potentia’—Knowledge Is Power—
suggested George Orwell’s all-knowing ‘Big
Brother’ government in his classic novel 1984.
Changing the name from ‘Total’ to ‘Terrorism’
Information Awareness after the controversy
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erupted, as if the title rather than the potential
substance of TIA was the problem, did not help.

“Controversy over other IAO projects, such as
the planned FutureMAP program, helped to
fuel Congressional skepticism. FutureMAP in-
volved the creation of an Internet-based futures
market in which traders could bet on the occur-
rence and timing of events such as terrorist
attacks, assassinations, and the like. Although
similar markets are used in commercial settings
today for purposes as diverse as predicting the
weather affecting Florida orange crops and
estimating the success of a forthcoming Holly-
wood movie, the subject matter of FutureMAP
and the perception that it was both ill consid-
ered and unseemly caused an outcry so great
that DoD terminated further consideration of
the program and the director of IAO ulti-
mately resigned.

“Other factors beyond DARPA’s control con-
tributed as well. As a research agency charged
with developing, but not implementing, tech-
nological tools, DARPA was unprepared to
answer critics’ questions about the privacy
implications of how TIA might be used.
Historically, DARPA had engaged in high-
risk, high-pay-off research for the DOD, con-
ducted out of the limelight. Much of its research
has resulted in spectacular advances, with bene-
fits far beyond the defense establishment—for
example, DARPA created DARPANet, the pre-
cursor to the Internet, as a technological tool
for linking defense researchers—but never be-
fore had the agency been required to account
for the potential impact on privacy of future
uses of a tool it was in the process of developing.

“This led to sustained miscommunication between
DARPA and its critics. DARPA answered questions
about privacy by repeatedly assuring the public
that it was not aggregating personally identifiable
information on U.S. persons or using TIA to access
any such information, and that any such activities

in the future would be by other agencies which
would bear responsibility for complying with
the laws and regulations applicable to them. Some
observers found these responses evasive especially
in the light of DARPA’s public rhetoric promot-
ing TIA. Although the Assistant to the Secretary of
Defense for Intelligence Oversight found no evidence
that TIA was at any time using personally identifi-
able information on U.S. persons, DARPA’s assurances
failed to resolve critics’ concerns.

“The timing of the release of information about
TIA also contributed to the controversy sur-
rounding the program. [ ] Some Americans were
growing increasingly uneasy about government
actions, in the aftermath of the September 11, 2001
terrorist attacks, that appeared to threaten civil
liberties: the detention of non-U.S. persons with-
out charge or access to counsel,* monitoring of in-
mate telephone calls with their attorneys, passage
of the USA PATRIOT Act with the new powers
it conferred on the government to conduct—in
some cases secret—searches and seizures, physical
searches of airline passengers and their luggage,
and the Attorney General’s Operation TIPS
program (later abandoned) under which delivery,
repair, and other workers who entered people’s
homes would report to the government on
what they saw there. Moreover, news of TIA
was breaking during the fall of 2002, just as
Congress was debating the Homeland Security
Act, with the goal of centralizing many of the
government’s surveillance programs within a new
Cabinet-level department. All of this coalesced to
heighten concerns among legislators and mem-
bers of the public to the potential threat of gov-
ernment use of personal data.”313

The other members of TAPAC conclude:

Another significant contributor to the
controversy was DARPA’s failure to build
protections for privacy into TIA tech-
nologies as they were being developed.

* The Supreme Court of the United States on January 9, 2004 denied petition for a writ of certiorari in a case where the Court
of Appeals for the District of Columbia has not found such practice illegal. Center for National Security Studies v. Dep’t of Justice,
331 F.3d 918 (D.C. Cir. 2003, cert. denied 03-472, Jan. 9, 2004.
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We recognize that DARPA had under-
way separate initiatives to develop
privacy-protecting technologies, but these
were not part of the TIA tools that
DARPA was demonstrating in 2002 and
2003. As the Inspector General noted,
these research projects “were not as com-
prehensive as a privacy impact assess-
ment would have been in scrutinizing
TIA technology.”

Informational privacy is respected and
meaningful policy oversight guaranteed
only when they are made a central part
of the technology development process
and when the tools necessary to ensure
them are developed as an integral part of
writing software and building systems.
DARPA failed, in the words of the
Inspector General’s report, “to ensure that
privacy is built into the developmental
process.” DARPA was by no means
unique in its failure to do this, but that
failure ultimately contributed to the
elimination of TIA. . . .314

I do not join with the above quoted conclusion
of our Committee, or what is in the executive
summary in a similar vein.315 For, as I review
the evidence and read the material, I think
failure came about because the Congress did
not really understand the TIA program and did
not appreciate that it was a research venture
rather than the use, operation and application
of what such research showed would be worth-
while to develop, produce and put into use by
others. Congress ignored that privacy issues and
protection thereof were also being considered
by TIA and DARPA in the research. This in
part occurred because DARPA did not explain
the project to Congress in the informing way
one would expect of DOD. To that extent,
DARPA is at fault. One should also recognize,
however, that there is a secret Appendix attached
to the Congressional act. While the act outwardly
rejected TIA, there is a great possibility never-
theless that some of the program survived
by Congressional consent. Indeed it is striking

that, at the same time that Congress was taking
the limitation action with respect to DOD, the
same Congress in Section 201 of the Homeland
Security Act, signed into law in November 2002,
was requiring at the same time DHS “to estab-
lish and utilize . . . . a secure communications
and information technology infrastructure, in-
cluding data mining and other advanced analyti-
cal tools” to access, receive, and analyze data,
detect and identify threats of terrorism against
the United States. In addition, there were other
statutes also enacted around the same time
which authorized and in some cases directed the
collection and analysis of data of U.S. persons.
The TIA program, moreover, in fact did con-
sider the privacy issues.316 Perhaps the involve-
ment of Admiral John Poindexter in the TIA
programs, who had a previous controversy with
the Congress when he was President Reagan’s
National Security Adviser, had something to do
with the negative action of the Congress.

Thus, I cannot support the conclusion that
failure to recognize privacy issues and deal with
them should have been the basis for the
Congressional action. I thus do not join the
second paragraph of the TAPAC report under
the heading of TIA and the Secretary’s Questions
to TAPAC,317 or similar statements in the execu-
tive summary.318 I would rewrite such paragraph
as follows to state almost the opposite:

TIA was and is a worthwhile effort to achieve
worthwhile ends. Its presentation was flawed, by
Congress’ insensitivity to DARPA’s attempt to
show actual inclusion of critical privacy issues in
its research and flawed by its failure to emphasize
even more that privacy issues were being con-
sidered. A division of DARPA thus stumbled in
its handling of TIA, for which the Agency
unfortunately has paid perhaps a significant price
in terms of its credibility in Congress. Congress
also stumbled in that it failed to see the basic
value of what TIA was assigned and attempting
to do, and that it never clearly recognized that
DARPA and other parts of DOD understood
the necessity to address the privacy issues and
DARPA and DOD were doing and would do
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even more with respect to privacy before any
program went into actual operation. This
Congress-DARPA failure comes at a time when
DARPA’s historically creative and ambitious
research capacity is more necessary than ever. By
maintaining its focus on imaginative, far-sighted
research, at the same time it takes account of
informational privacy concerns, DARPA will
rapidly regain its bearings. It is in the best inter-
est of the Nation for it to do so. Congress must
regain and appreciate the value of such an asset
to this Nation. It is in the best interest of the
Nation for it likewise to do so.

My basic difficulty, however, is that the report
talks mainly about “data mining” in the broader
sense,319 thus putting databases where the U.S.
person has willingly supplied the data to the
Government or a third person (and that person
has willingly given it to the Government) in the
same category as when the Government obtains
the data by another method.* Even more basic,
the report attempts to wrap the ringing words of
“liberty,” free speech and “general search” around
the concept of privacy,320 and thus it uses prece-
dents applicable to these concepts to reach con-
clusions regarding privacy issues not supported
in law,† and would be a hard excuse to those
who in the future suffer hard personal losses. The
TAPAC report in several places suggests that the
Fourth Amendment prevents the Government

from looking at data which a U.S. person pre-
viously has filed willingly with the Government
or willingly filed with a third person who has
then willingly turned it over to the Government.
The report puts it under the rubric of “Protec-
tion Against Government Disclosure of Personal
Matters” or “informational privacy.” The report
summarizes the state of constitutional law as
follows: “The Supreme Court has interpreted the
Fourth Amendment, as well as other constitu-
tional provisions, to provide varying degrees of
protection to informational privacy when the
Government engages in surveillances or searches
or seizes personally identifiable information.”321

With all due respect, this is incorrect. First, this
is not what TIA was about, and even when the
inquiry becomes all types of data mining, case law
does not support such a broad conclusion. The
Supreme Court of the United States has rejected
the notion that there is a constitutional privacy
right when the person willingly has given the
information to the Government, or a third
person who then willingly gives it to the
Government. In addition, there is no seizure or
search in actual fact or within the prohibitions
of the Fourth Amendment when the individual
not only is not present and the material is not in
his or her dwelling or on other property he or
she controls, or when the Government wishes to
look at a document for security purposes which

* The report’s definition of “data mining” does not give an escape hatch to information willingly given to the government by the
individual. See supra pp. vi, 4 n. *, 46, 48.

† In fact, the report concedes:

Professor Daniel Solove has summarized the Court’s logic: “since information maintained by third parties is exposed to others, it is
not private, and therefore not protected by the Fourth Amendment.” Congress reacted to the decision by enacting a statutory right
of privacy in bank records, but this logic has served as the basis for another important exclusion from the protection of the Fourth
Amendment: information about (as opposed to the content of ) telephone calls. The Supreme Court has found that the Fourth
Amendment is inapplicable to telecommunications “attributes” (e.g., the number dialed, when the call was placed, the duration of
the call, etc.), because that information is necessarily conveyed to, or observable by, third parties involved in connecting the call.
“[T]elephone users, in sum, typically know that they must convey numerical information to the phone company; that the phone
company has facilities for recording this information; and that the phone company does in fact record this information for a variety
of legitimate business purposes.”

. . . . The exclusion from Fourth Amendment protection of information disclosed to (or possessed by) a third party raises significant
issues when applied to government mining of commercial databases and other government efforts to aggregate personally identifiable
information held in the private sector. Such information, by definition, will be held by third parties, so government use of those data,
under the Supreme Court’s current interpretations, is unlikely to be limited by the Fourth Amendment, no matter how great the
intrusion into informational privacy.

Supra p. 23 (citations omitted).
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the individual has already willingly given to the
Government or a third person who in turn willing-
ly gives it to the Government.322 In United States v.
Miller, the Court said:

The depositor takes the risk, in revealing
his affairs to another, that the informa-
tion will be conveyed by that person to
the Government. This Court has held
repeatedly that the Fourth Amendment does
not prohibit the obtaining of information
revealed to a third party and conveyed by
him to Government authorities, even if the
information is revealed on the assumption
that it will be used only for a limited pur-
pose and the confidence placed in the third
party will not be betrayed.323

As Daniel Solove wrote: “since information
maintained by third parties is exposed to others,
it is not private and therefore not protected by
the Fourth Amendment.”324 And, in Whalen v.
Roe, the Court wrote that even if the con-
stitutionally protected “zone of privacy” included
“the individual interest in avoiding disclosure of
personal matters,” strict scrutiny did not apply,
and thus a statute could force disclosure of copies
of prescriptions for certain drugs to the state.325

Also much in TIA research was not about data
mining, and, even more relevant, all such research
used only “either real intelligence information
that the federal Government has already legally
obtained or artificial synthetic information . . . .”326

The report suggests “The Supreme Court has
interpreted the Fourth Amendment, as well as
other constitutional provisions, to provide vary-
ing degrees of protection to informational privacy
when the Government engages in surveillance
or searches or seizes personally identifiable
information,”327 but never cites or describes such
other constitutional provisions. The report, in
fact, says only “Most of the provisions that pro-
tect informational privacy from intrusion by
the Government are statutory, rather than con-
stitutional, in origin.”328 But once again it makes
no reference or gives any direction to such con-
stitutional provisions.

My colleagues try to present arguments which
support a position that privacy is within the
prohibitive provisions of the United States Con-
stitution, even where the Government got the
information willingly from the party.329 They also
try strongly to suggest that the governmental
issue thereunder are subject to the same type
of constitutional analysis as if the governmental
issue were free speech, freedom from racial
discrimination, freedom from religious dis-
crimination. They do not, however, dispute that
the cases referred to in my statement reflect the
state of law today. Not I,330 but the Supreme
Court of the United States is the one which has
held more than once that where a party willing-
ly files information with a third party or the
Government, such filing is deemed to be “willing-
ly” given and the use thereof thereafter by the
Government, even for a different purpose, is not
an invasion of privacy.331

By statute of course, Congress could give such
protection,332 but it has not. When Congress
does, TIA would, of course, have to be developed
so as to exclude such data obtained by the
Government or a third person where there is such
a restriction. Likewise, if the data gets into the
Government’s hands from a foreign government
which has restrictions on its use, TIA would have
a mechanism for blocking its use.

Thus, as I understand it, what DARPA was trying
to do under TIA does not violate the Fourth
Amendment and would not be an undue invasion
of the zone of privacy of a U.S. person or, even if it
were, the standard of “strict scrutiny” of review
would not apply, but that of “a rational reason.”
Most would find it surprising if a court or the
American people would conclude a lack of
rationality when the public official would look
at a passenger list given by the airline willingly to
find the names or the pseudonyms of terrorists
which are also on the list of many innocent
U.S. persons.

The erroneous conclusion of the committee un-
fortunately leads in part to its requirement of pre-
approval by the Foreign Intelligence Surveillance
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Court333 as does the committee’s thinking about
criminal prosecution, not prevention of the
terrorist action.334

My conclusions to the contrary of TAPAC,
of course, do not mean that the Department
of Defense should not impose safeguards, for,
as Mr. Justice Holmes said somewhere, “To say
that a government action is constitutional is
the least one can say about it.”* Of course there
should be restriction on who can look at such
personal information, checks to see that it not
be misused and there should be a system where
there is a record of who used it. Moreover, it
would be good public policy to establish a pri-
vacy office in DOD which reports to an
Undersecretary or higher level at least twice a
year, and reports at least once a year to the Secre-
tary of Defense and to a Special Joint Committee
of the Congress. But in my judgment the use
of a judge or magistrate to get advance permis-
sion to call up such information already out of
the possession of the U.S. person seems of no
necessity. Nor should an annual public report
be required. After all, there is no need at this
time to educate the terrorist on what steps the
U.S. is taking to prevent him or her from attack-
ing the United States. The person cannot claim
an invasion of his or her privacy, as the
Government already has the information as

the result of the person voluntarily filing, or at
least such information has already been given
to a third person who willingly turns it over to
the Government. To get at the file of the terror-
ist one would also see the names and data of
the innocent, also already given willingly to the
Government or to a third person who willingly
turned it over to the Government, but is this
more offensive than the inquiry made 1,000
times a day of the lady’s suitcase, with all her
personal wear, trying to get at the baggage of
the one which has explosives in it?

Those who know me, also know the respect of
and confidence I have for and in the other mem-
bers of TAPAC. Professor Cate, moreover, has
been a real professional, brilliant, able, articulate
reporter, with his own ideas, but a great feel for
what the majority of the committee earnestly
believes, and a real talent to put their consensus,
fairly into words. He also has had the courtesy
and patience to hear out completely my views.
Thus, all must appreciate the difficulty I have to
disagree. Perhaps it is because I saw the brilliant
work of the CIA and other intelligence agencies
of our nation when I was a Senior Counselor to
the Warren Commission, but later saw, when
Secretary of Transportation and thereafter, and
even today, the adverse effect on the CIA and
other intelligence workers imposed by the

* The point I am trying to make is that: (1) Privacy is not a constitutional right on the same level as race discrimination, etc. (2) In fact,
one cannot find in the Constitution any reference to privacy. See supra p. 69 (separate statement of William T. Coleman, Jr.). (3) I
concede that as set forth on p. 21 of the report, the word “privacy” is used in some of the opinions limiting restrictions on the sale or
use of contraceptives, abortions or in other cases such as marriage, procreation, child-rearing and education, but I rely upon that well
respected legal scholar, the late Dean and Professor, John Hart Ely, Jr., though he, like I, do not disagree with the result in most of
those cases, finds no basis in any written provision of the United States Constitution. See John Hart Ely, “The Wages of Crying Wolf:
A Comment on Roe v. Wade,” 82 Yale Law Journal 920, 928, fn. 58, 60, 943-949, (1972-1973). (4) United States v. Miller, 425 U.S.
435, clearly holds that when the person freely and willingly gives the personal information to the Government, or to a third person
who freely and willingly gives it to the Government, there is no invasion of privacy if the Government thereafter uses such
information. See also Whalen, 429 U.S. 589. (5) To the extent Supreme Court cases do use privacy, they make it clear that (a) it is not
at the same level as racial discrimination, restriction on liberty, religious restrictions, free speech and political restrictions, only the
latter group requiring strict scrutiny, and (b) the Government reasons for invading privacy require only that it have some rational
connection with a permissible governmental goal; (c) it bears repeating that the Supreme Court has specifically held that when a U.S.
person, including a U.S. citizen, gives information, though personal in nature, willingly to the federal Government or to a third
person who willingly gives it to the federal Government, the federal Government can look at that information and use it provided
there is no federal statute which limits its use. None of the above means that as a matter of human decency—not that there is
otherwise a violation of civil liberties or other constitutional rights or other “American values”—there should not be restrictions on
its use, which restrictions I support so long as it is made clear that the restrictions are not required by any federal statute or
constitutional provision and do not need the prior approval of a federal judge before use.
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Church Committee. Or perhaps it is caused by
the fact that when Secretary of Transportation
in the Ford Administration I had to deal with
hijacking of U.S. commercial aircraft, though
fortunately such hijacked planes were not flown
into U.S. buildings. (I regret that subsequent
Department of Transportation leaders rejected
my conclusion that commercial passenger air-
craft should not leave the loading gate without
the pilot first locking and keeping locked the
door to the cockpit. Subsequently someone
apparently accepted the pilots’ complaint that
it restricted their use of the toilet in flight.) Or
perhaps it is because I assumed there is real diffi-
culty in getting the foreign airlines to respond as
they have, and I feel that some of the committee’s
recommendations might cause them to insist
upon similar provisions. Or perhaps I just have
such confidence in the present leadership of the
Defense Department and of the Nation that I
know they are equally sensitive to privacy issues.*

Perhaps a hypothetical will help analysis:

1 There are 300 Iraqis trained in an Al Qaeda
class which graduated in December 1998.
The CIA or another U.S. foreign intelligence
agency knows the names of all 300. It passes
such information to Homeland Security if it
then existed.

2 Whenever these people legally or illegally
come from abroad into the United States those
names, and other information are on airplane
records, immigration records and perhaps
other records, each freely given by those who
enter the United States. On the same lists are

the names and other information about thou-
sands of U.S. citizens, U.S. residents, others
who fall into the definition of U.S. persons
and countless foreigners who come into the
United States on the same planes or through
the same U.S. gateways for periods of time.

3 Someone in the U.S. Government has picked
up information that 19 of those who were
in Al Qaeda were planning to hijack a plane
out of Boston one day in September, 2001.
Such individuals, other than being in the
group of 300 graduates in December 1998
are not, at this point, further identified.

4 Through equipment and technology devel-
oped by TIA, it is possible to ascertain the
names and certain other facts, although not
to know which of the 300 were the 19.
DARPA has turned the techniques and
procedures over to an agency in Homeland
Security or another entity in the United States
Government. Through processes developed by
TIA and now in the hands of an operation
agency of the Homeland Security Department,
if it then existed, the group of suspects is re-
duced to 90, some of whom are clearly not
terrorists, in fact are lawful students at the
colleges and universities in Boston. The entity
also knows that the majority of the 90 have
been in the United States before, in fact some
have legal green cards. It is also known that,
separately and independently—having noth-
ing to do with the possible crisis—there are
200 Iraqi graduate students now in Boston
colleges and universities who have a meet-
ing at the University of California in early

* Mr. Floyd Abrams writes that the “Bill of Rights is rooted in distrust of government.” Supra p. 64 (separate statement of Floyd
Abrams). This is a point many recent scholars assert. Sometimes when such point is made I wonder whether the speaker is aware of
all the improvements in the security and police forces—much less racial discrimination, much more racial inclusion, better training,
more supervision, more rules requiring civilized conduct, more public scrutiny, more newspaper, television, and radio coverage of
more investigations. Democracy has to put such trust in its elected leaders or those confirmed by the Senate or else the business of the
people can never be done, or, in this case, some of the people’s physical being might be actually eliminated, and is it not a mockery
to put the daily decisions in the hands of the one who was not elected, has a term existing for life, when the issue is not based on
the Constitution or is not a fundamental right or not a civil liberty. The Congressional review process, the constant media process,
the election process today are, in my judgment, a much greater deterrent on a public servant than ex parte proceedings, in secret,
before the Foreign Intelligence Surveillance Court, even though I have great respect and gratitude for what the Court has done
over the years.
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September. This information is on the same
lists and files as those described in paragraph
two above. At this point, the operation agency
of the Department of Homeland Security says
“we cannot narrow the Al Qaeda group of 90
any more but if we could get the names of
all persons who had tickets for the plane out
of Boston to California, we could stop those
with the names which we know were in the
Al Qaeda Camp in 1998, when they try to
board in Boston on September 11.” We also
know of the tendency of Al Qaeda-trained
persons to use pseudonyms which are in some
rhythm with their given names or the Al Qaeda
classes such persons were in as this helps the
leaders of the terrorist groups to track those
actually trained by Al Qaeda. The issue is: Can
those names and the entire list be given
by the operator of equipment and technology

previously developed by DARPA to another
governmental agency so that when a person
with that name or a pseudonym tries to
get on the plane, he or she can be stopped,
told not to get on the plane? The person
responsible, of course, could say that no Iraqi
could take a flight that month or day, but that
would be racial profiling. The Fourteenth
Amendment (which does not apply to the
federal Government) and implicitly the Fifth
Amendment (which does) prohibit profiling
with respect to race, national origin, ethnicity,
or religion. There is no intent at this time
to prosecute anyone. When the persons the
entity seeks are taken into custody, if he or
she is, and thereafter there is a criminal
prosecution, none of the above evidence will
be used to bring about his or her conviction.*

* My esteemed colleague, Floyd Abrams, writes that President “Franklin D. Roosevelt’s incarceration of Japanese-Americans during
World War II” was one of the events which showed “our nation’s record has not been admirable at resisting the primal instinct of
shutting up dissenters and shutting down civil liberties during times of stress.” Supra p. 63 (separate statement of Floyd Abrams).
What DARPA is attempting to do here in TIA comes nowhere near what he accuses President Franklin D. Roosevelt of doing, but
even more important, such comment fails to reflect that in Hirabayaski v. United States, 320 U.S. 81 (1943), what the Government
did was to provide a curfew in parts of California for persons of Japanese descent and in Korematsu v. United .States, 323 U.S. 214
(1944), what the Government did was to exclude Japanese from certain defined areas. Of course, by today’s standards, an American
President probably would not do that, see supra pp. 2, 18, 68 (separate statement of William T. Coleman, Jr.), but, in fairness to
President Roosevelt, one should point out that the Attorney General of California who requested the curfew was Earl Warren, whose
record, before and after, certainly does not put him in the class of one who “shut [ ] down civil liberties.” Also, the Secretary of War,
who signed the request, was Mr. Henry L. Stimson, who was such a civilized man that when he was earlier Secretary of State in the
Hoover Administration, he closed the Department of State’s code breaking office in 1929, saying that “Gentlemen do not read each
other’s mail.” But Mr. Stimson, when Secretary of War, after the Japanese sneak attack on Pearl Harbor, after press reports and
evidence that Japanese people living in Hawaii as civilians for years had driven their trucks down the runways at Hickam Field in
Hawaii, destroying U.S. military planes, after rumors that Japanese submarines lay off the immediate coasts of California, and after
the duplicity of the Japanese Ambassador calling upon Secretary Hull at the moment of the attack, Mr. Stimson decided such action
had to be taken. This was the same human being who, when U.S. Attorney for the Southern District of New York, often would
require attorneys in his office to go along with the FBI agents to make sure they did not violate the Fourth Amendment when doing
search and seizures under a warrant duly issued by a federal judge. Of course, the acts done in 1942-43, measured by today’s
standards, were wrong, but it was at a time when those of color whose ancestors in the Civil War had stormed Lookout Mountain
Tenn. and Fort Sumter, S.C., and whose sons or grandsons made up the Quartermaster Corps which helped General Patton get to
Berlin from the coast of Normandy in 1943-5, nevertheless were required to go into a segregated Army and often given inferior
training. The above is not to say any such actions today would be tolerated, but only to suggest that there were brave men (and now,
thank God, also brave women) who were before and after Agamemnon. In addition, those who criticize President Roosevelt should
hastily add that the Supreme Court of the United States, after the U.S. Marines, sailors and soldiers began to turn back the Japanese
at Iwo Jima and Okinawa and elsewhere, decided Ex Parte Endo, 320 U.S. 285 (1944), which held that citizens of Japanese ancestry
whose loyalty was conceded could not be held in relocation camps in the midwest. In addition, by 1944 Japanese citizens were
volunteering for the U.S. Army and fighting extremely well in Italy and other places in Europe. It takes more than an optimist to say
that those trained by Al Qaeda will soon begin to join the U.S. Army and help us fight terrorists. Mr. Justice Frankfurter long ago
reminded the Nation that “action is not to be stigmatized as lawless because like actions in time of peace would be lawless.” And it
bears repeating that the simple issue here involving TIA is whether the Government has the right to look at records freely given it by
American citizens in an effort to find also on such lists the names of those who might be terrorists, not to put them in jail, but to
prevent a future act of terrorism.
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It seems to me that to reveal the names to an
operational Government agent under the circum-
stances outlined above in no way requires as a
condition precedent that any governmental offi-
cial go before a federal judge or magistrate to
get permission before revealing the names of all
90, or of all who seek to board such planes out
of Boston to California during that time in
September to such requesting governmental
agency. I also fail to see how the privacy of any
of the 90 or, in fact, any on the list is invaded in
an unlawful or offensive way.

Or like the events of recent days. U.S. intelligence
sources, according to the press from overseas
electronic intercepts had picked up “chatter” that
terrorists were planning to attack the U.S. using
one or more airplanes or by use of a range of
devices that included biological or chemical
weapons and “dirty” bombs, the terrorists flying
out of Paris to the United States. Clearly there
are records on file in U.S. agencies of the pilots
and other personnel who fly those planes, of
the passengers who board these planes, of the
employees who work on or about such planes.
Some, no doubt, are U.S. persons. The intelli-
gence personnel probably also wished to check in
similar fashion U.S. planes and planes of other
nations who fly Paris to the United States. Also
by now I have every confidence that one or
more U.S. agencies have the names of all who
trained at flying schools, particularly those who
sought to learn only how to fly a plane in the air
or to land it on a specific place. Also, by now the
U.S. has one or more terrorist lists hopefully by
now combined into one master list, constantly
brought up to date. I hope by now the U.S. has
developed the technologies to explore such
information in a meaningful, real time way,
also recognizing pseudonyms. Of course on the
lists there are many U.S. persons who are
completely innocent, have done and plan no
wrong. But perhaps mixed in the same list or lists
are those who are terrorists and plan to do wrong.
Since all names and information was freely given
to the various governments by the individuals
or, a third party there is no legal reason why

the Government can’t see those lists for purpose
of trying to discover terrorist before they attack.
The Constitution does not prohibit such access;
there is no federal statute which prohibits such
access; if there is a foreign statute that does the
technology has been adjusted. There is a public
interest that such information be widely avail-
able to those whose duty it is to prevent terror-
ists from acting. As a matter of American values,
not constitutional or statutory rules, procedures
should be developed to prevent needless invasion
of the zone of privacy, as most intelligence and
security officers do today even when such pro-
cedures are not required by statute.

Of course, DOD might, and should, establish
procedures to sure up even more privacy issues,
but they need not be, nor should they be, of
the sweep suggested by the report.

In the course of the committee’s work, it was
informed by DOD of many other programs in
development in DOD which did attempt to use
information technologies to scrutinize personally
identifiable data on U.S. persons.335 All of this
information was freely provided by DOD to
the committee. In addition, the report correctly
sets out the “privacy” risks (and other risks) in-
herent in the use of such data—i.e., Data
Aggregation Risks, Data Inaccuracy Risks, Indi-
vidual Identification problems, False Positives,
Mission Creep, Data Processing Risk, Data
Retention. These inherent risks, however, should
not be reasons why such technologies should
not be developed. Certainly, however, the
Department should be urged to use technolo-
gies which keep such risks to a minimum such
mistakes and misleading information and devel-
op technologies to eliminate as many mistakes
as possible as soon as possible. None, however,
change the nature of the privacy issues, nor
should they lead to the banning of such
technologies if otherwise effective with the
“privacy risks” kept to the minimum.

The report should point out clearly and forci-
bly that none of these seven risks should cause
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Congress to stop the development of TIA or
data mining programs, none of the seven risks
should be used by a court as the basis for an
injunction against such use.

The report goes on to describe other programs
throughout the Government. This performs a
great public service, but affords no justification
for the TAPAC setting up guidelines for each of
them as the agency involved might, if asked,
point out differences and other problems. For
example, the Department of Justice or the
Department of Homeland Security may have,
and I feel confident that the Federal Aviation
Administration would have, problems with some
of the recommendations as written. Likewise, I
find it difficult to advise the President that he
must by Executive Order, setup a scheme for the
whole Government; of course, he and his staff
might consider it.

So I would answer the four questions put by
the Secretary of Defense to TAPAC as follows:

1 Should the goal of developing technologies
that may help identify terrorists before they
act be pursued? (Italics supplied.)

Yes, without qualifications. It will be greatly
in the national interest to have such technolo-
gies in operation, so by terrorist information
awareness and acquisition of knowledge, in
real time, with the dots connected and the
clutter removed, before terrorists act, the
Nation can detect the terrorist and prevent
such terrorist from action. It, however, will be
in keeping with American values, plus get
more affirmative support and understanding
from the Congress, the American people and
our allies, if the safeguards identified below
in Recommendations 2 and 3 can be incor-
porated into the programs before such
technologies are put into actual operation, in
fact, as part of the research and development
plan. Indeed, DARPA should make clear that
such are actively planned as part and parcel
of the research programs. Such programs thus

will get more acceptance, from the public
and the Congress if the safeguards identified
below under Recommendations 2 and 3 are
developed, and when not inconsistent with
national security are publicly identified as part
of such technologies.

2 What safeguards should be developed to
ensure that the application of this or like
technology, developed with DOD is carried
out in accordance with U.S. law and Ameri-
can values related to privacy?

DOD should appoint a privacy officer who
reports to one of the Under Secretaries of
Defense, or at least a civilian official of
DOD who requires Senate confirmation.
There should be frequent reports to the
Secretary, no less than twice a year, and there
should be a report to a Special Congressional
Joint Committee at least twice a year. Such
privacy officer should be fully informed of
the research and development of such tech-
nologies, should be consulted with respect to
privacy issues and should have the power to
promulgate standards and procedures in re
the privacy issues. The need for “a board of
external advisors to advise the Secretary, the
privacy officer, and DOD officials on identi-
fying and resolving informational privacy
issues and on the development and imple-
mentation of appropriate privacy protection
mechanisms”336 is unnecessary and, in any
event, their terms should end no later than
when an administration ends. There is no need
for a provision that their terms cannot end before
a certain time.337 They are not to perform an
adjudicatory function. My response to question
three below suggests appropriate safeguards.

3 Which public policy goals are implicated by
TIA and what steps should be taken to en-
sure that TIA does not frustrate these goals?

The most important public policy goal is the
safety and security of the Nation. So nothing
should be put in the way of developing
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technologies which can get to those whose
duty it is to protect the nation’s inhabitants
all information available which will give real
time knowledge to them with dots connected,
and free of clutter, so as to prevent terror-
ist attack.

American citizens, in fact, all U.S. persons,
however, want minimum intrusion on their
zone of privacy and thus safeguards should
be built in to the technologies, as research is
being developed, but in all events before such
technologies are deployed to the operation
entity. National security interests should play
a role in how and if these safeguards, or parts
thereof, should be stated to the public, but,
of course, they should be briefed to the
Congressional Special Joint Committee. Safe-
guards should include:

a As the TAPAC report shows, some of the
information which the Government has in
its files gets there under federal or state
statutes or agreements with foreign coun-
tries or with private persons or entities
with certain specific provisions for its use
thereafter. The technologies must be
developed to protect and carry out those
restrictions.

b The TAPAC report shows some of the risks
of imperfection.338 These observations and
warnings are an invaluable contribution
to the process. The technology must be
developed to keep these risks to a mini-
mum, and when new risks develop, new
knowledge and technology, must be
developed to get such errors out of the
system as soon as possible. But none of
these risks are or should become reasons
for abandoning such technologies or the
search for improvement thereof, or be the
bases for enjoining their use by a court.

c The American public does not like the
officious intermeddlers—whether a private

person or any part of Government—and
does not want some of his or her personal
affairs known to others, so no one should
be authorized, using such DOD-developed
technologies, to look through personal files
for other than legitimate Governmental rea-
sons that do not conflict with the federal
statute which required their production to
the Government. So the technology should
have a system as part thereof which (i) limits
those who can see personal identity data,
(ii) records the name and time of entry by
those people into the system, (iii) records the
reason or reasons for such entry, (iv) records
when the entry was over, (v) requires a
certificate that the person did not look at
the “personal information” data for any
other reason, or reasons other than those
originally listed without first also record-
ing the subsequent reason or reasons,
and (vi) prohibits the looking at the per-
sonal records if the statute which required
the filing with the Government has such
prohibition or specificity for its use.

Violating these rules for access and use should
be a serious offense, leading to punishment
ranging from oral criticism or reprimand to
firing and on some occasions criminal and/or
civil penalties.

Certain recommendations made in the report
I urge nonacceptance of:

DOD should not be required to file each year a
public report. There is no reason to educate the
terrorist as to what the U.S. is doing to thwart
later actions of terrorism in the United States.
In my judgment, the reporting to and super-
vision by the DOD privacy office and at least
twice a year to the Secretary of Defense, and to
the Special Joint Committee of the Congress
are sufficient. I also urge the Secretary of Defense
not to recommend that a search warrant from a
federal magistrate or a federal judge is required
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before access to such databases.* The DOD’s
purpose in seeking access is to discover and pre-
vent an attack before it happens. Of course,
if there is going to be a criminal proceeding,
there should be consultation with the Justice
Department before they access data if the evi-
dence obtained is going to be used in a court
proceeding. The Department of Justice might
advise application to a court before examining
data with such mixed purposes.

I would reserve on the recommendation that
DOD put a restriction on how to look at pub-
licly available data339 since the Attorney General
of the United States authorizes “online search
activity and access [to] online sites and forums
on the same terms and conditions as members
of the public generally” “for the purpose of
detecting or preventing terrorism.”340 I see no
reason to add for DOD the requirement of a
“written finding by the agency head that the
data mining is both necessary and appropriate
for the lawful purpose for which the information
is being sought.”341

I would reserve on the recommendations con-
cerning Government data mining throughout the
entire federal establishment342 without first a
lot of consultation with other Cabinet officers,
other entities, as I think they will raise valid issues
TAPAC has not considered.

I feel uncomfortable with any recommendation
with respect to criminal prosecution and other
courtroom procedures without first discussion
with the head of the U.S. Department of Jus-
tice, including heads of various divisions, the
FBI and other officers of the department who
have responsibilities for some of what TAPAC
recommends. Likewise, I have every confidence
that under the leadership of the Secretary of
Homeland Security, Governor Tom Ridge, and
others, there is knowledge beyond that of most,
if not all, of TAPAC members, thus some
of TAPAC recommendation might be inconsis-
tent or unduly restrict what other things are
important to the Nation’s security and still are
consistent with constitutional provisions, civil
liberties principles or our American values.

* See TAPAC recommendations to the contrary, supra p. vi.
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List of Abbreviations and Defined Terms

ARDA Advanced Research and Development Activity

“General Crimes Guidelines” Attorney General’s Guidelines on General Crimes, Racketeering Enterprise and
Terrorism Enterprise Investigations

CAPPS II Second generation Computer-Assisted Passenger Prescreening System, a TSA project

CIA Central Intelligence Agency

DARPA Defense Advanced Research Projects Agency

“Data Mining” Searches of one or more electronic databases of information concerning U.S. persons,
by or on behalf of an agency or employee of the government

DHS Department of Homeland Security

DOD Department of Defense

ECPA Electronic Communications Privacy Act

FBI Federal Bureau of Investigation

FISA Foreign Intelligence Surveillance Act

FTC Federal Trade Commission

GAO General Accounting Office

IAO Information Awareness Office, a former DARPA office

INS Immigration and Naturalization Service

IT Information technology

MATRIX Multistate Anti-Terrorism Information Exchange

OECD Organization for Economic Cooperation and Development

“OECD Guidelines” Guidelines on the Protection of Privacy and Transborder Flows of Personal Data
issued by the OECD Committee of Ministers in 1974

OMB Office of Management and Budget

SSNs Social Security Numbers

TALON Threat Alerts and Locally Observed Notices

TAPAC Technology and Privacy Advisory Committee

TIA Terrorism (formerly “Total”) Information Awareness, a former DARPA project

TSA Transportation Security Administration

“U.S. person” Defined by Executive Order 12333 as an individual who is a U.S. citizen or permanent
resident alien, a group or organization that is an unincorporated association sub-
stantially composed of U.S. citizens or permanent resident aliens, or a corporation
incorporated in the United States (except if directed and controlled by a foreign
government or governments). Because TAPAC is concerned only with the privacy
interests of individuals, the report uses the term to refer only to a U.S. citizen or
permanent resident alien.

USA PATRIOT Act Uniting and Strengthening America by Providing Appropriate Tools Required to
Intercept and Obstruct Terrorism Act
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APPENDIX A    BIOGRAPHIES OF TECHNOLOGY AND PRIVACY
           ADVISORY COMMITTEE MEMBERS AND STAFF

TAPAC MEMBERS

Newton N. Minow, Chairman, is Senior Counsel
to the law firm of Sidley Austin Brown & Wood.
He was a managing partner with Sidley & Austin
from 1965–1991. He served as a U.S. Army
Sergeant in the China-Burma India Theater in
World War II. He served as a Law Clerk to the
Honorable Fred M. Vinson, Chief Justice of the
United States, and as Assistant Counsel to Gover-
nor Adlai E. Stevenson. In 1961, President John
F. Kennedy appointed him Chairman of the
Federal Communications Commission. Mr.
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automated way of approaching the problem
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• Link and Group Understanding. One of
the characteristics of the terrorist threat is
that terrorist organizational structures are
not well understood and are purposefully
designed to conceal their connections and

relationships. IAO is researching software
that can discover linkages among people,
places, things, and events related to possible
terrorist activity.

• Context Aware Visualization. DARPA
believes that better ways are needed to
visualize information than text-based lists,
tables, and long passages of unstructured
text. Such visualization concepts should
respond to a broad range of potential
users with wholly different roles and
responsibilities.

• Decision Making with Corporate Memory.
Decision-makers must consider a full range
of possible options to deal with complex
asymmetric threats, particularly in light of
rapidly changing circumstances. DARPA’s
activities in this area are premised on the
view that understanding how certain deci-
sions played out in the past is critical to
formulating current decision options.
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technology for integrating and broadening
databases and other information sources to
support effective intelligence analysis aimed
at preventing terrorist attacks on the citizens,
institutions, and property of the United States.
DARPA’s goal is to make databases easy to use
so users can increase the level of information
coverage, get answers when needed, and share
information among agencies faster and easier.
DARPA’s vision is that Genisys technologies
will make it possible for TIA properly to
access the massive amounts of data on potential
foreign terrorists.

Genisys Privacy Protection. The Genisys Pri-
vacy Protection Program aims to create new
technologies to ensure personal privacy in the
context of improving data analysis for detect-
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ing, identifying, and tracking terrorist threats.
The Genisys Privacy Protection Program aims
to provide security with privacy by providing
certain critical data to analysts while controlling
access to unauthorized information, enforcing
laws and policies through software mechanisms,
and ensuring that any misuse of data can be
quickly detected and addressed.

Evidence Extraction and Link Discovery
(“EELD”). The objective of the EELD pro-
gram is to develop a suite of technologies that
will automatically extract evidence about rela-
tionships among people, organizations, places,
and things from unstructured textual data, such
as intelligence messages or news reports, which
are the starting points for further analysis. In
DARPA’s view, this information can point to
the discovery of additional relevant relation-
ships and patterns of activity that correspond
to potential terrorist events, threats, or planned
attacks.

Scalable Social Network Analysis (“SSNA”).
The purpose of the SSNA algorithms program
is to extend techniques of social network analy-
sis to assist with distinguishing potential
terrorist cells from legitimate groups of people,
based on their patterns of interactions, and to
identify when a terrorist group plans to exe-
cute an attack.

MisInformation Detection (“MInDet”). The
purpose of the MInDet Program is to reduce
DOD vulnerability to open source informa-
tion operations by developing the ability to
detect intentional misinformation and to
detect inconsistencies in open source data with
regard to known facts and adversaries’ goals.
MInDet seeks to improve national security by
permitting the intelligence agencies to evaluate
the reliability of a larger set of potential sources
and, therefore, exploit those determined to be
reliable and discount the remainder. Other
potential uses include the ability to detect
misleading information on various govern-
ment forms (e.g., visa applications) that would

suggest further investigation is warranted, to
identify foreign sources who provide different
information to home audiences and to the
United States, and to identify false or mislead-
ing statements in textual documents.

Human Identification at a Distance
(“HumanID”) Program. The HumanID
Program seeks to develop automated,
multimodal biometric technologies with the
capability to detect, recognize, and identify
humans at a distance. Once these individual
technologies are developed, HumanID will
develop methods for fusing these technologies
into an advanced human identification sys-
tem. This system will be capable of multimodal
fusion using different biometric techniques
with a focus on body parts identification, face
identification, and human kinematics. Bio-
metric signatures will be acquired from
various collection sensors including video,
infrared and multispectral sensors. The goal
of this program is to identify humans as
unique individuals (not necessarily by name)
at a distance, at any time of the day or night,
during all weather conditions, with nonco-
operative subjects, possibly disguised and alone
or in groups.

Activity, Recognition and Monitoring
(“ARM”). The ARM Program seeks to develop
an automated capability to reliably capture,
identify and classify human activities in sur-
veillance environments. ARM capabilities will
be based on human activity models. From
human activity models, the ARM Program
will develop scenario-specific models that will
enable operatives to differentiate among nor-
mal activities in a given area or situation and
activities that should be considered suspicious.
The program aims to develop technologies
to analyze, model, and understand human
movements, individual behavior in a scene,
and crowd behavior. The approach will be
multisensor and include video, agile sensors, low
power radar, infrared, and radio frequency tags.
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Next-Generation Face Recognition. Face
recognition technology has matured over the
last decade, with commercial systems recogniz-
ing faces from frontal still imagery (e.g., mug
shots). These systems operate in structured
scenarios where physical and environmental
characteristics are known and controlled. The
ability to operate in operational scenarios, such
as unstructured outdoor environments, is criti-
cal if these technologies are to be deployed
in military, force protection, intelligence, and
national security applications. DARPA believes
that new techniques have emerged that have
the potential to significantly improve face
recognition capabilities in unstructured envi-
ronments. These include three-dimensional
imagery and processing techniques, expression
analysis, use of temporal information inherent
in video, and face recognition from infrared
and multispectral imagery.

Id., Detailed Information, at 5-12.

The “Other IAO Programs” are:

Genoa II will provide collaborative reasoning
tools for TIA that will enable distributed
teams of analysts and decision-makers to
more effectively use the information resourc-
es available.

Wargaming the Asymmetric Environment
seeks to develop automated predictive models
“tuned” to the behavior of specific foreign
terrorist groups to facilitate the development of
more effective force protection and interven-
tion strategies.

Rapid Analytical Wargaming seeks to develop
a faster than real-time analytical simulation
to support U.S. readiness for asymmetric
and symmetric missions across analytical,
operational, and training domains.

Futures Markets Applied to Prediction would
provide DOD with market-based techniques
for avoiding surprise and predicting future
events. [This project has been subsequently
abandoned by DARPA.]

Effective, Affordable, Reusable Speech-to-
Text aims to create effective speech-to-text
(automatic transcription) technology for
human-human speech, focusing on broadcasts
and telephone conversations (the most critical
media for a wide range of national security
applications) to produce core-enabling tech-
nology that can be ported rapidly to many
languages and a number of applications.

Translingual Information Detection, Extrac-
tion and Summarization aims to make it
possible for English speakers to find and
interpret needed information quickly and
effectively, regardless of language or medium.

Global Autonomous Language Exploitation
aims to make it possible for machines to
discover critical foreign intelligence informa-
tion in a sea of human language (speech and
text) from around the globe, delivering it in
actionable form to military operators and
intelligence analysts without requiring them
to issue specific requests.

Babylon seeks to develop natural language
two-way translation technology to support
military field operations and other agencies
requiring real-time field-oriented translation
support.

Symphony is targeted at the development
of natural language dialog technology to
support military field operations and other
agencies requiring real-time, field-oriented
dialog systems.

Bio-Advanced Leading Indicator Recognition
Technology seeks to develop technology for
early (i.e., prior to when people begin to
seek professional medical care) detection of a
covert biological attack.

Id. at B1-B25.
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